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ABSTRACT
We propose the clustering of the Web users based on patterns of their browsing activities on the Web. The browsing pattern of a Web user consists of the pages the user visited and the times spent on them. Such patterns are extracted from a Web server's log, and then organized into sessions which represent units of interaction between Web users and the Web server. A generalization-based clustering method is employed which first generalizes the sessions and then applies a hierarchical clustering algorithm to find clusters in the generalized sessions. Our experiments on a large data set show that the approach is fast and effective for the clustering of Web users.
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1 INTRODUCTION
The growing popularity of the World Wide Web, or the Web, has changed the way people work, study, communicate, and do business. Many organizations have set up their home pages to provide Web-based facilities such as on-line shopping, technical support, virtual classroom, to name a few. Web mining, the knowledge discovery from the Web, has become an important research area [4].

Research in Web mining can be broadly classified into three categories: resource discovery, knowledge discovery in the documents, and knowledge discovery in users. Resource discovery helps users to locate the documents by intelligent search. Knowledge discovery in the documents is the study to find interesting characteristics and patterns about Web documents. Knowledge discovery in users tries to find interesting characteristics and patterns of the Web users and their usage of the Web.

An interesting topic in Web mining is the analysis of the users of the Web. To make their Web site more effective, Web site administrators or webmasters needs to understand the users of the Web and their usages. Because of the number and the diversity of the users of the Web, it is obviously unrealistic to study each individual user. Therefore, an important step in the user analysis is to cluster the users into some groups or classes, based on their common properties. The webmaster then may analyze the characteristic of the groups and provide suitable services for them.

In this paper, we will study the clustering of the Web users based on their browsing activities or patterns on the Web. Users with similar browsing patterns are clustered into classes (clusters). For example, if a number of customers spend quite a lot time on browsing pages about "baby food", "maternity garment", and "kids wear", they may be clustered into a group which could later be analyzed by webmasters or domain experts as "expecting parents". The webmaster may, for example, arrange the Web pages so that the above pages are interlinked together. Also, when a user has browsed the "baby foods" and the "maternity garments" pages, a link to "kids wear" page can be dynamically created and inserted in the current page [18].

To cluster the users, the Web server's log data is first processed to extract sessions, which are basic units of interaction between the Web users and the Web server. A generalization-based clustering method is employed to cluster the sessions, in which the sessions are generalized using the attribute-oriented induction and clustered using a hierarchical clustering algorithm. The approach is tested on a real large data set and our experiments show encouraging results.

This paper is organized as follows. In Section 2, the background and related work in clustering and Web user clustering are introduced. The extraction of sessions from Web server log is discussed in Section 3. Our approach for clustering Web users based on their browsing patterns is presented in Section 4. In Section 5, the experiments on a real large data set are reported. The study is concluded in Section 6, along with some future work.
2 BACKGROUND AND RELATED WORK

Earlier studies on Web usages, such as access statistics, lack the in-depth understanding of user browsing patterns, such as pages visited and time spent on each page. These user browsing patterns provide accurate, active, and objective information about the Web usages of the users. Moreover, most Web servers, e.g., NCSA’s HTTPD [6] and Microsoft’s IIS [9], contain such information in their log of page requests. It is interesting to study the clustering of the Web users based on their browsing activities extracted from the Web server’s log files.

A Web server’s log file will contain records of users’ requests of pages. A typical record contains the client’s IP address, the date and time, the URL of the page, the protocol, the return code of server, and the size of the page if the request is successful. A few samples are given below which are excerpted from the log of the University of Missouri-Rolla’s (UMR) Web server, which runs HTTPD 1.0. The IP addresses are modified for privacy reasons. The URLs of the pages are relative to the UMR’s home page address, http://www.umr.edu.

```
smith.ca.umr.edu [01/Apr/1997:00:03:24 -0600]
"GET /*amigos/Virtual/flies.jpg HTTP/1.0" 200 3388
ultural.ca.umr.edu [01/Apr/1997:00:03:24 -0600]
"GET /*cgiwrap/htdocs/notes.html HTTP/1.0" 200 586
cll.student.umr.edu [01/Apr/1997:00:03:24 -0600]
"GET /*hungwen/ HTTP/1.0" 200 3314
me211.student.umr.edu [01/Apr/1997:00:03:25 -0600]
"GET /*images/umr/umr125em.gif HTTP/1.0" 200 4067
```

From such a Web server’s log file, user browsing patterns can be extracted. A user’s browsing pattern consists of the pages she visited and the time she spent on each page. Each user can then be represented by a set of (page-id, time) pairs. The details of the process and the issues involved are discussed in Section 3.1.

2.1 Clustering Algorithms

Given a set of objects, each represented by a vector, a clustering algorithm groups them into some classes or clusters. The clustering algorithm searches for an optimal set of clusters based on certain cluster quality or error measure. Clustering have been studied extensively in statistics, machine learning, pattern recognition, and database systems, with a large number of clustering algorithms developed [10, 11, 12, 1, 20].

The two common approaches in statistical clustering are partitioning clustering and hierarchical clustering [10, 11]. The former finds a single, flat partition of the objects by iteratively adjusting the clusters to minimize the square error. Starting with an initial partition (seeds) the rest of the objects are assigned to the cluster whose centroid is closest to the object based on a predefined distance or similarity measure. After the objects have been assigned, the centroids of the clusters are recomputed and the process repeats.

Hierarchical clustering methods can be further classified into agglomerative methods and divisive methods where the former starts with single object clusters and consecutively merges the clusters to form higher level clusters and the latter starts with a single cluster consisting of all objects and iteratively splits the cluster(s) into smaller clusters.

A set of clustering algorithms, called conceptual clustering algorithms [5], have been proposed in machine learning to deal with nominal or categorical data. They extend statistical methods by developing a logical description of objects and clusters and objects. The optimal clusters are searched in the conceptual space defined by the descriptions.

Based on fuzzy sets, fuzzy clustering algorithms have been developed in pattern recognition [1], which can find fuzzy clusters, i.e., an object can partially belong to a cluster. In other words, each cluster is a fuzzy set and the membership of an object to a cluster is defined by a membership function between 0 and 1.

Most previous methods have a time complexity of $O(n^3)$ where $n$ is the number of objects. Therefore, the methods do not scale up well for large data sets. Two algorithms developed in database area, CLARANS[15] and DBSCAN[3], manage to reduce the time complexity to $O(n^2 \times k)$ where $k$ is the number of clusters, using random searching and sampling. However, this is still less than desirable for very large data sets. Besides, like most other methods, they assume that the whole data set can be fitted into main memory, which is a serious limitation for very large data sets, as in our case of Web users.

Recently, an algorithm, Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH), has been proposed in database area, [20] which tries to minimize both CPU time and disk I/O. It usually creates a good clustering in just one scan of the data set and the complexity of the algorithm is $O(n \log(n))$, which make it especially attractive for very large data sets.

2.2 Clustering of Web Users

The clustering of the Web users based on their browsing patterns has been studied by Yan et al. [18] and Shahabi et al. [16]. In [18], a page space is constructed by treating each page as a dimension and a browsing session of a user is mapped into a point (vector) in
the space, represented by the time the user spent on each page. However, the clustering algorithm they used, the leader algorithm, is sensitive to the object input order and the quality of the final clusters is unpredictable.

An applet-based user profiler is proposed in [16] which can get more accurate times users spent on pages. Using the $k$-means method, the users are clustered based on their navigation paths, i.e., the pages as well as the orders they are requested and the links the users follow. However, the advantages of using paths are not convincing and the computation is much more complex. Besides, the $k$-means method works in a batch mode whereas the data are generated intermittently.

Furthermore, both use partitioning clustering algorithms which will generate a set of flat clusters. When the number of users are large, the algorithm will generate either too many clusters or very large clusters (with many members). A more appropriate approach is the hierarchical clustering.

In our study, the BIRCH algorithm [20] is chosen as the clustering algorithm because it is fast, incremental, and hierarchical. However, the direct application of BIRCH on the user browsing data as described above is very inefficient and may not find interesting clusters.

A Web server usually contains thousands, even millions of pages. If each user is represented by a vector of time on pages, the dimensionality of the vector will be huge. Sparse representation, such as the one mentioned before, may be used, but will imposes a lot of overheads on memory and storage management because the dimensionality of centroids of clusters change dynamically. Moreover, clustering is to find groups with similar browsing patterns which does not necessary correspond to page level. Groups that are not obvious at page-level may emerge when considered at a higher level.

Based on the above observations, an efficient clustering approach is proposed in this paper. The approach employs the generalization-based clustering method which integrates the attributed-oriented induction method [7] with BIRCH [20], to cluster Web users based on their browsing patterns. The server log data is first processed to identify sessions of Web usages. The sessions are then generalized using the attribute-oriented induction method. The generalized sessions are finally clustered using BIRCH. The approach is tested on real log data from the University of Missouri-Rolla’s Web server. Our experiments show that the approach is efficient and it has found several interesting clusters within the data set.

3 SESSION EXTRACTION

To deal with the unpredictable nature of Web browsing and make the problem tractable, a concept, session, is introduced as the unit of interaction between a user and a Web server. A session consists of pages browsed by a user within a certain amount of time. Clusters are found in the sessions instead of the users’ entire histories. Concepts similar to session have also been proposed in other studies [14, 13, 16, 2]. In this paper, we will use session and user interchangeably.

The sessions can be extracted by grouping the subsequent pages requested by the same user together. A session is represented by a session identifier and a set of page/time pairs. For example, a session $(sid_0, p_0, 10, p_1, 30, p_2, 20)$ tells a user spent 10 seconds on page $p_0$, 30 seconds on page $p_1$, and 20 seconds on page $p_2$. The data in a Web server log is transformed into a set of sessions. Several factors and issues which affect the process are addressed below.

- Most Web servers only record the IP addresses of the client’s computer, which can be shared by more than one users. This is not a concern for our purpose because each session usually reflects an interaction of a single user although different sessions may be contributed by different users.

- If the elapse of time between two consecutive requests from the same user exceeds a max_idle_time, max_idle_time, it will be a breaking point between two sessions. The max_idle_time is set by the user and may be updated according to some statistics, such as the ratio of time over page size, to reflect individual’s differences in browsing habits. Because of the unpredictable behaviors of users, this could avoid extremely long sessions and non-stop sessions. For example, a user may leave for lunch and totally forget. When the person comes back hours or days later, a new session will be generated.

- The time spent on a page is estimated by subtracting the times of two consecutive requests from the same user. The time spent on the last page is estimated using the average time of all other pages. The actual time spent on each page is hard to calculate precisely because of network traffic, server load, user reading speed, etc. A user profiler is proposed in [16] which uses a client side JAVA applet and can capture more accurately the time spent. However, this requires the deployment of a client side program and modification of Web pages on the server. Besides, it is still impossible to measure the user’s
actual viewing time because the person may be
distracted after the page is loaded.

• Two thresholds, \textit{min} time and \textit{min} page, are
used to exclude noises in the data. If the time
spent on a page is less than \textit{min} time, the page is
assumed to be uninteresting to the user or an
index page and is discarded. If a particular session
contains less pages than \textit{min} page, the session is
assumed to be random noise and is removed.

• Some pages contain images as background which
should be filtered out. This can be done, for
example, by removing image pages by looking at
their file name extensions. [17]

• A lot of Web browsers have caching functions so
that the server log may not reflect the actual his-
tory of browsing. This is still a challenge, but the
new protocols such as the HTTP/1.1 can help to
solve the problem.

The Web server’s log is scanned to identify ses-
sions. A session is created when a new IP address
is met in the log. Subsequent requests from the IP
address is added to its session as long as the elapse
of time between two consecutive requests does not ex-
ceed \textit{max} idle time. Otherwise, the current session
is closed and a new session is created. The steps in
identifying sessions are outlined as follows.

1. Read the next record in the Web server’s log file.

2. Parse the record and filter out background im-
ages.

3. Decide the session according to the IP address.

4. If the elapsed time from last request is within
\textit{max} idle time, the page is appended into the ses-
session. Otherwise, the session is closed and a new
session is created for the IP address. The closed
session is filtered using \textit{min} time and \textit{min} page,
and outputted.

In addition, two tables, which map session-ids to
IP addresses and page-ids to URLs respectively, are
also generated. Moreover, statistics, such as the mean
and variance of the time over page size ratio, can be
collected as basis for estimating \textit{max} idle time.

4 GENERALIZATION-BASED
CLUSTERING OF SESSIONS

As mentioned earlier, most clustering methods work
for structured data, that is, each data point is repre-
sented by a vector in an n-dimensional space. How-
ever, lots of data are unstructured or semi-structured,
e.g., transactional data in retail, pages a Web user
browses, textual data, etc. The brute force way of
dealing with such data, is to represent each object as
a vector on all dimensions. For examples, represent-
ing each user as a vector of times the user spent on
all pages. Such a representation not only makes the
dimensionality huge, but also introduces lots of zeros
in data. A sparse representation may be used to over-
come the problem, but it is inconvenient to handle for
many algorithms including BIRCH.

A generalization-based clustering method is in-
troduced in this paper which combines attribute-
oriented induction [7] with a clustering algorithm
to deal with such kind of semi-structured data.
The method first generalizes objects using attribute-
oriented induction based on a concept hierarchy
which is a partial order among values. The general-
ized objects are then clustered using the clustering
algorithm.

The generalization-based clustering is illustrated
here in the Web user clustering. The sessions ex-
tracted in Section 3 is generalized based on a concept
hierarchy on Web pages – called page hierarchy. The
generalized sessions are then passed on to BIRCH for
clustering.

4.1 Generalization of Sessions

By analyzing the Web pages, we realize that pages
are not randomly created, rather they are organized
into a hierarchical structure, called page hierarchy. A
page hierarchy is a partial order of Web pages. A
leaf node in a page hierarchy represents a file in the
server, while a non-leaf node represents a directory.
A node is a child of another node if the parent’s page
contains the child’s page. For example, a simple page
hierarchy for some pages in the UMR’s Web server is
shown in Figure 1.

![Figure 1: An example of page hierarchy.](image-url)
example (the mnemonic names of generalized pages are optional).

The sessions found in Section 3 are generalized using attribute-oriented induction in which the pages in each session are replaced by their corresponding high level pages based on the page hierarchy. Duplicate pages are then removed with their times added together. The generalization of the sessions involves two steps: page hierarchy construction and attribute-oriented induction of sessions, which are explained as follows.


A page hierarchy is initialized with only the root which represents the home page of the Web server. For each URL in the URL table generated in Section 3, if it is not in the page hierarchy, a node for the page is created. Next, the URL is parsed, and for each prefix which is a legal URL but not in the hierarchy, a node for the page is created. For every pair of nodes in which one’s URL is a closest prefix of the other, a links is added. For example, for the URL http://www.umr.edu/~regww/ugcr97/ee.html, nodes for itself, its first prefix http://www.umr.edu/~regww/ugcr97/, and its second prefix http://www.umr.edu/~regww/ may be created and a link is added between itself and its first prefix, between its first prefix and its second prefix, and between its second prefix and the root.

2. Attribute-oriented induction of sessions.

For each session found Section 3, its pages are replaced by their corresponding high level pages in the page hierarchy, using the tree climbing strategy in attribute-oriented induction. The level to climb to is decided by the user or inferred from a user-given threshold which specifies the maximum number of high level pages, called generalized pages, in results. If two pages in a session are generalized to the same high level page, one of them is removed and its time is added to the other’s. The session is said to be generalized and a session so obtained is called a generalized session. For example, according to the page hierarchy in Figure 1, a session (sid1, (Undergraduate Electrical Engineering Courses, 25); (Undergraduate Engineering Mechanics Courses, 48), (Graduate Electrical Engineering Courses, 32), (Graduate Engineering Mechanics Courses, 19)), will be generalized into a generalized session (sid1, (Undergraduate Courses, 73), (Graduate Courses, 51)).

Since the number of generalized pages is much less than that of the original pages, the generalization of sessions greatly reduce the dimensionality. As a result, a generalized session can then be represented by a regular vector, \((\text{sid}, t_1, t_2, \cdots, t_n)\), where \(t_i, i = 1, \ldots, n\), is the total time the user spent on the \(i\)-th generalized page and its descendents. Note the page IDs of these generalized pages are not included in the vector because all sessions are on the same set of generalized pages.

4.2 Clustering of Generalized Sessions

The BIRCH algorithm proposed by Zhang et al.[20] is chosen to cluster the generalized objects in our generalization-based clustering method because of the reasons stated above. The BIRCH algorithm is summarized below, followed by its application in the clustering of generalized sessions.

The core of the BIRCH algorithm is the Clustering Feature (CF) vector. Given a set of objects, \(S\), \(\text{CF}(S) = (N, L_S, SS)\), where \(N\), \(L_S\), and \(SS\) are the number, the linear sum, and the square sum of objects in \(S\), respectively. CF vector can be viewed as the summary of the objects, but containing enough information for clustering. A CF tree is a tree where a non-leaf node stores entries of \((CF_i, \text{pointer to child})\), and a leaf node stores entries of \((CF_j)\).

A CF tree is dynamically constructed by BIRTH which inserts objects incrementally into the CF tree during clustering. When a new object is inserted into the CF tree, it goes down from the root to a leaf node by choosing the closest child according to a distance measure. If any entry of the leaf node can incorporate the new object within a diameter threshold \(T\), that entry’s CF vector is updated. Otherwise, a new entry is created to host the new object. In the later case, if there is no space left on the leaf node, that leaf node is split by selecting two furthest entries as seeds in the two resulting nodes and the rest entries are rearranged according to their distances to the seeds. The ancestors of the leaf node are adjusted by updating the corresponding CF vectors. In case there is a split, a new entry is added to record the new leaf node in the parent node. The parent node is split in a similar way if there is no space and if this go up to the root, the tree is one level deeper. When the tree grows too large to be hold in memory, the threshold \(T\) is enlarged and the current tree is converted into a new tree by inserting all leaf nodes of the current tree into the new tree, which is guaranteed to be smaller.

The generalized sessions are passed on to the BIRCH algorithm which creates a CF tree as follows. A minor change is made in BIRCH to increase node size so that it can accommodate high dimensional
data.
1. Initialize an empty CF tree.
2. While there are more generalized sessions
3. read the next generalized session
4. insert it into the CF tree
5. Output the CF tree

The resulting tree is a hierarchical clustering of the
generalized sessions. The pages in clusters can be
interpreted by referring to the page hierarchy.

5 EXPERIMENTS

The generalization-based clustering of Web users
based on browsing patterns has been implemented
and tested on a data set collected from the UMR’s
Web server log. The data set contains roughly
one day’s access records on the UMR Web server
(http://www.umr.edu). It contains more than 2.5
million records with a total size of 270MB. The ex-
periments are carried out on a Sun SparcStation Ul-
tra 1 with 64MB of memory running Solaris 2.5. We
tested the algorithms on subsets of the dataset which
are summarized in Table 1.

<table>
<thead>
<tr>
<th>data set</th>
<th>records</th>
<th>size</th>
<th>pages</th>
<th>hosts</th>
</tr>
</thead>
<tbody>
<tr>
<td>50k</td>
<td>50,000</td>
<td>5MB</td>
<td>5,731</td>
<td>3,694</td>
</tr>
<tr>
<td>100k</td>
<td>100,000</td>
<td>10MB</td>
<td>8,168</td>
<td>6,304</td>
</tr>
<tr>
<td>200k</td>
<td>200,000</td>
<td>20MB</td>
<td>12,191</td>
<td>11,473</td>
</tr>
<tr>
<td>300k</td>
<td>300,000</td>
<td>30MB</td>
<td>15,201</td>
<td>16,498</td>
</tr>
<tr>
<td>400k</td>
<td>400,000</td>
<td>41MB</td>
<td>17,574</td>
<td>21,153</td>
</tr>
<tr>
<td>500k</td>
<td>500,000</td>
<td>55MB</td>
<td>21,308</td>
<td>26,107</td>
</tr>
</tbody>
</table>

The records in the data sets are first processed to
extract sessions. The max_idle_time is set to 30 min-
utes. The min_log and min_page are set to 5 and
2 respectively. These seem to be reasonable settings.
Other settings are under testing and different settings
will be compared to understand the effect of these para-
eters on results. The number of sessions identified
in the data sets is shown in Figure 2. From the fig-
ure, it is clear that the number of sessions is linear
the number of records in the data sets. The time
spent on session extraction is reported together with
the time spent on session generalization.

All the sessions are then generalized to level 2 which
is the level just below the root. This is chosen beca-
use we want to see the effect of attribute-oriented in-
duction on dimensionality reduction. Experiments are

under way for other levels of generalization, which
will be reported in the future. The page hierarchy
is the same for all data sets. The generalized ses-
sions have a dimensionality of 1,628 except for the
50k data set which is 1,194. Basically, all pages at level
2 or their descendents are accessed except in the case
of 50k. The total time in session extraction and ses-
sion generalization is almost linear to the data set size
as shown in Figure 3.

The generalized sessions are clustered using the
BIRCH algorithm. Figure 4 shows the execution
times of the algorithm on the data sets. The time
is linear to the number of sessions except for the 50k
data set which is much less comparing with others.
This is because the 50k data set has a smaller di-

mentionality which makes the distance computation
in BIRCH less expensive.

It can be summarized that the approach we pro-
posed in this paper scales up well for large data set. Besides, the resulting clusters are analyzed and several meaningful clusters are found. For example, there is a group of users who are interested in mechanical engineering professors’ home pages and another in admission office’s Web pages.

6 CONCLUSION AND FUTURE WORK

The clustering of Web users based on their browsing patterns is proposed. A generalization-based clustering method is employed to cluster Web users efficiently. The method introduces attributed-oriented induction in clustering in order to deal with the large dimensionality of data. Our experiments on a large real data set show that the approach is efficient and practical.

Currently, we are conducting more extensive tests with different parameter settings including max_idle_time, min_time, min_page, and generalization level, to study their effects on session extraction and session generalization. The discoveries from the experiments will be reported in the future.

It is found that even after attribute-oriented induction, the dimensionality of generalized sessions is still very large. A possible way to deal with this is first clustering the Web pages [19] and then organizing them into the page hierarchy. Another way is to apply further dimensionality reduction method such Principle Component Analysis on generalized sessions.

Lots of Web sites require their users to register. A natural extension of our method is to combine user’s registration information, such as age, income level, address, etc, with their browsing patterns in clustering.
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