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Abstract

Biogeography-based optimization (BBO) is a population-based evolutionary algorithm (EA) that is based on the mathematics of biogeography. Biogeography is the study of the geographical distribution of biological organisms. In BBO, problem solutions are represented as islands, and the sharing of features between solutions is represented as migration. BBO is similar to a genetic algorithm with global uniform recombination (GAGUR). This paper derives Markov models for BBO and GAGUR. Our models provide the limiting (stationary) probability of each population distribution for a given problem. We compare the Markov models for BBO, GAGUR, and GA with single-point crossover (GASP), which was derived by previous researchers. Comparisons on various types of simple problems (unimodal, multimodal, deceptive, and hierarchical) show that with high mutation rates the performance of BBO, GAGUR, and GASP is similar. With low mutation rates BBO outperforms GASP and GAGUR.
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1 Introduction

Mathematical models of biogeography describe the migration, speciation, and extinction of species. Biogeography-based optimization (BBO) was first presented in [1] and is an example of how a natural process can be modeled to solve general optimization problems. This is similar to what has occurred in the past few decades with GAs, neural networks, ant colony optimization, particle swarm optimization, and other types of computer intelligence. In this introduction we present a basic BBO algorithm.

BBO is based on the idea of probabilistically sharing features between solutions based on the solutions’ fitness values. This is similar to many other evolutionary algorithms (EAs). However, the details are sufficiently different that BBO cannot be easily classified as a special case of another EA, as will be explained in Section 2.1.

In BBO, if solution feature \( s \) is shared by solution \( x \) with solution \( y \), we say that \( s \) has emigrated from \( x \) and immigrated to \( y \). Note that emigration of solution feature \( s \) from solution \( x \) to solution \( y \) does not mean that \( x \) loses that feature; it means that \( y \) gains that feature while losing some other feature. That is, \( s \) replaces a feature in \( y \).

The probability that a given solution shares its features is proportional to its fitness, and the probability that a given solution receives features from the rest of the population is inversely proportional to its fitness. We base migration probabilities on a curve like that shown in Figure 1. For the sake of simplicity we assume that all solutions have identical migration curves. Figure 1 illustrates two solutions in BBO. \( S_1 \) represents a poor solution and \( S_2 \) represents a good solution. The immigration probability for \( S_1 \) will therefore be higher than the immigration probability for \( S_2 \). The emigration probability for \( S_1 \) will be lower than the emigration probability for \( S_2 \).

As with every other EA, each solution might also have some probability of mutation, although mutation is not an essential feature of BBO. In this paper, mutation is implemented in a standard way for GA and BBO. We deal with discrete optimization problems in this paper, so each solution feature is either a 0 or a 1. The probability of mutation for the GA or BBO is defined as a constant \( p_m \in [0, 1] \). At each generation and for each feature in each solution, we generate a uniformly distributed random number \( r \in [0, 1] \). If \( r < p_m \) then we
Figure 1: Illustration of two candidate solutions to some problem using symmetric immigration and emigration curves. $S_1$ is a relatively poor solution and $S_2$ is a relatively good solution. $S_1$ has high immigration and low emigration, which means that it is likely to receive features from other solutions, but unlikely to share features with other solutions. $S_2$ has low immigration and high emigration, which means that it is unlikely to receive features from other solutions, but likely to share features with other solutions.

complement the bit under consideration.

Also similar to other population-based algorithms, we often incorporate some sort of elitism in BBO in order to retain the best solutions in the population. This prevents the best solutions from being corrupted by immigration. Elitism can be implemented by setting the immigration rate $\lambda$ equal to zero for the $p$ best solutions, where $p$ is a user-selected elitism parameter. Elitism is not used in this paper but is modeled in [2].

There are several different ways to implement the details of BBO, but in this paper we use the original BBO formulation [1] which is called partial immigration-based BBO in [3]. In this approach, for each feature in each solution we probabilistically decide whether or not to immigrate. If immigration is selected for a given feature, then the emigrating solution is probabilistically selected based on fitness (e.g., using roulette wheel selection). This gives the algorithm shown in Figure 2 as a conceptual description of one generation. Migration and mutation of the entire population take place before any of the solutions are replaced in the population, which requires the use of the temporary population $z$ in Figure 2.

Next, in Section 2, we show the similarities and differences between BBO and GA with global uniform recombination (GAGUR), and we justify the view of natural biogeography as an optimization process. In Section 3 we derive Markov models for BBO and GAGUR
\[ z \leftarrow y \]
Define immigration probability \( \lambda_k \propto \text{fitness of the } k\text{-th solution} \)
Define emigration probability \( \mu_k \propto 1/\lambda_k \)
For each solution \( z_k \)
   For each solution feature \( s \)
      Use \( \lambda_k \) to probabilistically decide whether to immigrate to \( z_k \)
      If immigrating then
         Use the \( \mu \) values to probabilistically select the emigrating solution \( y_j \)
         \( z_k(s) \leftarrow y_j(s) \)
      end if
   Probabilistically decide whether to mutate \( z_k(s) \)
next solution feature
next solution
\[ y \leftarrow z \]

Figure 2: One generation of the BBO algorithm. \( y \) is the entire population of solutions, \( y_k \) is the \( k \)th solution, and \( y_k(s) \) is the \( s \)th feature of \( y_k \).

to obtain the limiting distribution of their populations. In Section 4 we confirm the models with simulations and compare the Markov models for BBO, GAGUR, and GA with single point crossover (GASP). We provide some concluding remarks and directions for future work in Section 5.

2 Biogeography-Based Optimization

In Section 2.1 we discuss the relationship between BBO and GAs. Although BBO could be viewed as a special type of GA, it is worth retaining it as a separate paradigm for at least two reasons. First, the differences in philosophy and implementation are sufficient that it does not easily fit into the GA framework. Second, as shown in Section 2.2, retaining BBO as a separate paradigm stimulates the exploitation of the extensive biogeography literature in order to explore and develop BBO from a biological perspective.

2.1 Biogeography-Based Optimization and Genetic Algorithms

The BBO migration strategy is conceptually similar to a combination of two ideas from GAs: global recombination, and uniform crossover. The first idea, global recombination, originated with evolutionary strategies (ES), and means that many parents can contribute to
a single offspring [4, 5]. This idea has also been applied in GAs with the names multi-parent recombination [6] and scanning crossover [7]. This strays from the biological foundation of GAs because individuals in nature cannot have more than two parents. There are several choices to be made when implementing global recombination in GAs. For example, how many parents should be in the pool of potential contributors? How should the parents be chosen for the pool? Once the pool has been selected, how should the individuals be selected from the pool to contribute to the new individual?

The second idea, uniform crossover, was first proposed in [8]. Uniform crossover is a generalization of single-point crossover, and means that each solution feature in an offspring is selected independently from a set of parents. If we combine global recombination and uniform crossover, we get global uniform recombination. If in addition we use the entire population as potential contributors to the next generation, and we use fitness-based selection for each solution feature in each offspring, we get the algorithm shown in Figure 3.

\[
\begin{align*}
  z &\leftarrow y \\
  \text{For each solution } z_k &\text{ } \\
  &\text{For each solution feature } s \\
  &\quad \text{Use the fitness values to probabilistically select the parent feature } y_j \\
  &\quad z_k(s) \leftarrow y_j(s) \\
  &\quad \text{end if} \\
  &\quad \text{Probabilistically decide whether to mutate } z_k(s) \\
  &\quad \text{next solution feature} \\
  &\text{next solution} \\
  y &\leftarrow z
\end{align*}
\]

Figure 3: One generation of a GA with global uniform recombination (GAGUR). \(y\) is the entire population of solutions, \(y_k\) is the \(k\)th solution, and \(y_k(s)\) is the \(s\)th feature of \(y_k\). Compare with Figure 2.

Comparing Figures 2 and 3, it can be seen that BBO is a GA with global uniform recombination if \(\lambda_k = 1\) for all \(k\) in the BBO algorithm of Figure 2. The analogy between BBO and GAs can be summarized in Table 1. A solution is represented as a chromosome in a GA and as an island in BBO. A solution feature is represented as an allele in a GA and as a species in BBO. Recombination is represented as crossover in a GA and as migration in BBO.

Note that in BBO, islands are representative of problem solutions. This is much different
than island GAs [9], in which islands are representative of populations of solutions. A BBO algorithm consists of a single population with \( N \) islands/solutions, each having \( q \) solution features.

<table>
<thead>
<tr>
<th>GA</th>
<th>BBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>chromosome</td>
<td>island</td>
</tr>
<tr>
<td>allele</td>
<td>species</td>
</tr>
<tr>
<td>crossover</td>
<td>migration</td>
</tr>
</tbody>
</table>

Table 1: Analogies between GA and BBO terminology.

It is not too surprising that BBO is similar to GAGUR. After all, many EAs can be expressed in terms of each other. For example, consider differential evolution (DE). Using the notation in [10], DE involves the selection of three random individuals from the population denoted as \( r_1, r_2, \) and \( r_3 \), and the generation of a random parameter \( n \) between 1 and the population size. If, however, \( r_1 \) is selected on the basis of fitness, \( r_2 \) is replaced with \( r_1 \), \( r_3 \) is replaced with \( r_2 \) and is selected on the basis of fitness, and \( n = 1 \), then DE is equivalent to a continuous GA with intermediate global recombination where the first parent is chosen deterministically and the second parent is chosen based on fitness. The converse can also be claimed: a GA can be expressed as a modified version of DE.

As another example, consider particle swarm optimization (PSO). Using the notation in [11], if a particle’s velocity at each generation is independent of its previous velocity, \( \phi_1 = 0 \), and \( p_g \) is probabilistically selected based on fitness, then PSO is equivalent to a continuous GA with intermediate fitness-based global recombination. The converse can also be claimed: a GA can be expressed as a modified version of PSO.

A final example is an evolution strategy (ES) [12]. A GA and an ES are “identical with respect to their major working scheme” [13]. If a \((\mu, \lambda)\) ES is implemented with \( \lambda = \mu \), parents selected based on fitness, uniform recombination, and a constant (nonadaptive) mutation parameter, then it is equivalent to a GA with fitness-based global uniform recombination. The converse can also be claimed: a GA can be expressed as a special type of ES.

Since a GA can be viewed as either DE, PSO, or ES, it follows that all four of these EAs are equivalent to each other under certain special conditions. However, it is useful to retain the distinction between these EAs because of their differences and because of their
biological motivations. For example, retaining the biological foundation of GAs stimulates the incorporation of behaviors from biology in GAs, which makes the study of GAs richer and more flexible. Some of these behaviors include gender, niching, crowding, aging, diploidy, co-evolution, and ontogony [5]. Similarly, although BBO is equivalent to a special type of GA under certain circumstances, it is useful to retain it as a distinctive EA rather than simply viewing BBO as a GA variation. This idea is expanded in the following subsection.

2.2 Biogeography as an Optimizing Metaphor

In nature, a hospitable island has many species and thus is likely to share its species with other islands through migration. An inhospitable island has few species and thus is unlikely to share many species with other islands. Conversely, a hospitable island already supports many species and thus does not have room for many immigrating species. But an inhospitable island has few species and thus is likely to receive many immigrants. The issue of whether or not those immigrants can survive on the island is another question, but the immigrants may make the island more hospitable since diversity improves habitability [14].

Biogeography is nature’s way of distributing species, which BBO views as an analogy to general problem solving. Suppose that we have some problem, and that we also have a certain number of candidate solutions. A good solution is analogous to an island that is hospitable to life, and a poor solution is analogous to an island that is not hospitable to life. In BBO each problem solution can share its features with other solutions. The probability that a given solution shares its features is proportional to its fitness, and the probability that a given solution receives features from other solutions is inversely proportional to its fitness.

Biogeography has often been studied as a process that enforces equilibrium in habitats. Equilibrium can be seen in Figure 1 where the immigration and emigration curves intersect. One reason that biogeography has been viewed from this perspective is that the equilibrium viewpoint was the first to place biogeography on a firm mathematical footing in the 1960s [15, 16]. However, since then the equilibrium perspective has been increasingly questioned by biogeographers.

In engineering, we often view stability and optimality as competing objectives; for example, a simple system is typically more stable than a complex system, while an optimal
system is typically complex and less stable than a simpler system. However, in biogeography, stability and optimality are two sides of the same coin. Biogeographical optimality involves diverse, complex communities which are highly adaptable to their environment. Biogeographical stability involves the persistence of existing populations. Field observations show that complex communities are more adaptable and stable than than simple communities [17, p. 82], and this idea has also been supported by simulation [18, 19, 20].

Although the complementary nature of biogeographical optimality and stability has been challenged [21], adequate responses to these challenges have been put forth [22] and the idea is generally accepted today [20]. The equilibrium/optimality debate in biogeography thus becomes a matter of semantics, because equilibrium and optimality are simply two different perspectives on the same phenomenon in biogeography.

A dramatic example of the optimality of biogeography is Krakatoa, a volcanic island in the Indian Ocean which erupted in August 1883 [23]. The eruption was heard from thousands of miles away and resulted in the death of over 36,000 people, mostly from tidal waves whose remnants were recorded as far away as England. The eruption threw dust particles 30 miles high which remained aloft for months and were visible all around the world. Rogier Verbeek, a geologist and mining engineer, was the first visitor to Krakatoa, six weeks after the eruption, but the surface of the island was too hot to touch and showed no evidence of life. The island was completely sterilized [24]. The first animal life (a spider) was discovered on Krakatoa in May 1884, nine months after the eruption. By 1887, dense fields of grass were discovered on the island. By 1906, plant and animal life was abundant. Although volcanic activity continues today on Krakatoa, by 1983 (one century after its desolation) there were 88 species of trees and 53 species of shrubs [24], and the species count continues to increase linearly with time. Life immigrates to Krakatoa, and immigration makes the island more habitable, which in turn makes the island more friendly to additional immigration.

Biogeography is a positive feedback phenomenon, at least to a certain point. This is analogous to natural selection, also called survival of the fittest. As species become more fit, they are more likely to survive. As they continue to survive, they are better able to adapt to their environment and become more fit. Natural selection, like biogeography, is a positive feedback phenomenon, at least to a certain point. However, biogeography is an optimization
process that acts on a time scale that is much shorter than natural selection.

Another good example of biogeography as an optimization process is the Amazon rainforest, which is a typical case of a mutually optimizing life/environment system [17]. The rainforest has a large capacity to recycle moisture, which leads to less aridity and increased evaporation. This leads to cooler and wetter surfaces, which are more amenable to life. This suggests that a view of biogeography “based on optimizing environmental conditions for biotic activity seems more appropriate than a definition based on homeostasis” [25] (emphasis added). This view of the environment as a life-optimizing system was suggested as early as 1998 [26]. There are many other examples of the optimality of biogeographical processes, such as Earth’s temperature [17], Earth’s atmospheric composition [27], and the ocean’s mineral content [28].

This is not to say that biogeography is optimal for any particular species. For example, investigations of the Bikini Atoll shows that the high level of radioactivity resulting from nuclear tests had little effect on its natural ecology, but mammals were seriously affected [29, p. 37]. This and similar studies indicate that the Earth “will take care of itself [and] environmental excesses will be ameliorated, but its likely that such restoration of the environment will occur in a world devoid of people” [30]. Interestingly, amid all of the current warnings about ozone depletion, we forget that for the first two billion years of life Earth had no ozone at all [29, p. 109]. Life flourishes and evolves without ozone, but not in a human-centric way. Although global warming or an ice age would be disastrous for humans and many other mammals, it would be a minor event in the overall history of biogeography.

In summary, although BBO is equivalent to a special type of GA under specific conditions, it is useful to retain its distinction rather than simply viewing BBO as a GA variation. Unifying various EAs is instructive, but retaining BBO as a separate algorithm stimulates the incorporation of behaviors from biogeography in BBO, which opens up many areas of further research. Some of these behaviors include the effect of geographical proximity on migration rates, nonlinear migration curves to better match nature, species populations (including mortality and reproduction), predator/prey relationships, the effect of varying species mobilities on migration rates, directional momentum during migration, the effect of habitat area and isolation on migration rates, and many others.
3 Markov Models for BBO and GAGUR

Suppose that we have a problem with a binary search space. The search space consists of \( n \) possible bit strings \( x_i \), each \( x_i \) containing \( q \) bits. The cardinality of the search space is \( n = 2^q \). We use \( N \) to denote the population size, and we use \( v \) to denote the population vector. That is, \( v_i \) is the number of \( x_i \) individuals in the population. We see that

\[
\sum_{i=1}^{n} v_i = N
\] (1)

The population of the search algorithm can be depicted as follows.

\[
\text{Population} = \{y_1, \ldots, y_N\} = \{x_1, x_1, \ldots, x_n, x_1, x_1, \ldots, x_n, \ldots, x_n\} \tag{2}
\]

We use \( \lambda_i \) to denote the immigration probability of \( x_i \), and \( \mu_i \) to denote the emigration probability of \( x_i \). Note that \( \mu_i \) is proportional to the fitness of \( x_i \). In BBO, \( \lambda_i \) is inversely proportional to the fitness of \( x_i \), and in GAGUR, \( \lambda_i = 1 \). We use the notation \( x_i(s) \) to denote the \( s \)th bit of solution \( x_i \). We use the notation \( J_i(s) \) to denote the set of population indices \( j \) such that the \( s \)th bit of \( x_j \) is equal to the \( s \)th bit of \( x_i \). That is,

\[
J_i(s) = \{j : x_j(s) = x_i(s)\} \tag{3}
\]

We use \( y_k \) to denote the \( k \)th individual in the population, and we order them in the same order as \( x_i \). That is,

\[
y_k = \begin{cases} 
  x_1 & \text{for } k = 1, \ldots, v_1 \\
  x_2 & \text{for } k = v_1 + 1, \ldots, v_1 + v_2 \\
  x_3 & \text{for } k = v_1 + v_2 + 1, \ldots, v_1 + v_2 + v_3 \\
  \vdots & \vdots \\
  x_n & \text{for } k = \sum_{i=1}^{n-1} v_i + 1, \ldots, N 
\end{cases} \tag{4}
\]

This is also illustrated in (2), and can be written more compactly as

\[
y_k = x_m \text{ for } k = 1, \ldots, N \\
m = \min r \text{ such that } \sum_{i=1}^{r} v_i \geq k \tag{5}
\]

If we need to denote the generation number of the BBO or GAGUR algorithm, we use an additional subscript. For example, \( y_k(s) \) is the value of the \( s \)th bit of the \( k \)th individual at generation \#\( t \).
3.1 Migration

We make some assumptions in the Markov model development in this section. First, all of the new solutions are created before any solutions are replaced in the population. This is clear from the use of the temporary population $z$ in Figures 2 and 3. Second, a solution can emigrate a bit to itself. This is analogous to crossover in GAs when a solution is allowed to cross with itself. Third, the migration rates $\lambda$ and $\mu$ are independent of the population distribution. That is, absolute fitness values are used to obtain $\lambda$ and $\mu$, as opposed to some sort of rank-based fitness.

For each solution feature (bit), $y_k$ has $v_m$ chances of being selected for immigration, each chance with probability $\lambda_m$. If the $s$th feature of $y_k$ is not selected for immigration during generation $t$, then

$$y_k(s)_{t+1} = x_m(s) \quad \text{(immigration did not occur)}$$

That is, $y_k(s)$ does not change from generation $t$ to generation $t+1$. However, if the $s$th feature of $y_k$ is selected for immigration during generation $t$, then the probability that $y_k(s)_{t+1}$ is equal to $x_i(s)$ is proportional to the combined emigration rates of all individuals whose $s$th feature is equal to $x_i(s)$. This probability can be written as

$$\Pr(y_k(s)_{t+1} = x_i(s)) = \frac{\sum_{j \in J_i(s)} v_j H_j}{\sum_j v_j H_j} \quad \text{(immigration occurred)}$$

We can combine (6) and (7), along with the fact that the probability of immigration to $y_k(s)$ is equal to $\lambda_m$, to obtain the total probability

$$\Pr(y_k(s)_{t+1} = x_i(s)) = (1 - \lambda_m)1_0(x_m(s) - x_i(s)) + \lambda_m \sum_{j \in J_i(s)} v_j H_j$$

where $1_0$ is the indicator function on the set $\{0\}$. Given the fact that there are $q$ bits in each solution, the probability that immigration results in $y_k$ being equal to $x_i$, given that the population is described by the vector $v$, is denoted as $P_{ki}(v)$ and can be written as

$$P_{ki}(v) = \prod_{s=1}^{q} \left[ (1 - \lambda_m)1_0(x_m(s) - x_i(s)) + \lambda_m \frac{\sum_{j \in J_i(s)} v_j H_j}{\sum_j v_j H_j} \right]$$

$P_{ki}(v)$ can be computed for each $k \in [1, N]$ and each $i \in [1, n]$ in order to form the $N \times n$ matrix $P(v)$. The $k$th row of $P(v)$ corresponds to the $k$th iteration of the outer loop in
Figures 2 and 3. The $i^{th}$ column of $P(v)$ corresponds to the probability of obtaining island $x_i$ during each outer loop iteration.

The BBO and GAGUR algorithms entail $N$ trials (i.e., $N$ iterations of the outer loop in Figures 2 and 3), where the probability of the $i^{th}$ outcome on the $k^{th}$ trial is given as $P_{ki}(v)$. We use $u_i$ to denote the total number of times that outcome $i$ occurs after all $N$ trials have been completed, and $u = [u_1 \cdots u_n]^T$. Then the probability that we start with a population vector $v$ and obtain a population vector $u$ after one generation is given by the generalized multinomial theorem [31] as

$$\Pr(u|v) = \sum_{Y} \prod_{k=1}^{N} \prod_{i=1}^{n} P_{ki}^{J_{ki}}(v)$$

$$Y = \{ J \in \mathbb{R}^{N \times n} : J_{ki} \in \{0, 1\}, \sum_{i=1}^{n} J_{ki} = 1 \text{ for all } k, \sum_{k=1}^{N} J_{ki} = u_i \text{ for all } i \} \quad (10)$$

In order to find the probability that the BBO or GAGUR population transitions from $v$ to $u$ after one generation, we find all of the $J$ matrices that satisfy the conditions of (10). For each of these $J$ matrices, we compute the product of products given in (10). We then add up all the product-of-products to obtain the desired probability.

### 3.2 Mutation

The previous section considered only migration. In this section we add the possibility of mutation. We use $U$ to denote the $n \times n$ mutation matrix. $U_{ij}$ is the probability that $x_j$ mutates to $x_i$. The probability that the $k^{th}$ immigration trial followed by mutation results in $x_i$ is denoted as $P_{ki}^{(2)}(v)$. This can be written as

$$P_{ki}^{(2)}(v) = \sum_{j=1}^{n} U_{ij} P_{kj}(v)$$

$$P^{(2)}(v) = P(v)U^T \quad (11)$$

where the elements of $P(v)$ are given in (9). $P(v)$ is the $N \times n$ matrix containing the probabilities of obtaining each of $n$ possible individuals at each of $N$ trials, where only migration is considered. $P^{(2)}(v)$ contains those probabilities when both migration and mutation are considered. In this case we can write the probability of transitioning from population vector
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\[ v \text{ to population vector } u \text{ after one generation as} \]
\[
\Pr^{(2)}(u|v) = \sum_{Y} \prod_{k=1}^{N} \prod_{i=1}^{n} \left[ P_{ki}^{(2)}(v) \right]^{J_{ki}}
\]

where \( Y \) is given in (10). Equation 12 gives the transition matrix elements for BBO with migration and mutation. We can use standard Markov tools [32] with the transition matrix to find the limiting distribution of the BBO or GAGUR population.

The Markov transition matrix \( Q \) is obtained by computing (12) for each possible \( v \) vector and each possible \( u \) vector. \( Q \) is therefore a \( T \times T \) matrix, where \( T \) is the total number of possible population distributions. That is, \( T \) is the number of possible \( n \times 1 \) integer vectors whose elements sum to \( N \) and each of whose elements is in \([0, N]\). This number can be calculated several different ways. In [33] it is shown that \( T \) can be calculated with the choose function

\[
T = \binom{n + N - 1}{N}
\]

Other methods for calculating \( T \) can be found in [34].

4 Results

This section first confirms the BBO Markov model with simulation. We then use Markov models in Section 4.2 and simulations in Section 4.3 to explore the relative performance of GASP, GAGUR, and BBO.

4.1 BBO Simulations

In this section we compare the BBO Markov model derived in the previous section with simulations. We use the three-bit one-max problem with a search space cardinality of eight and a population size of four. The one-max problem has a fitness function that is proportional to the number of ones in the population member. From (13) we see that the total number of possible populations is equal to 330. Equation (12) can be used to find the limiting population distribution of BBO. Table 2 shows the most probable populations, along with the combined probabilities of the populations that do not contain any optimal solutions. The Markov model and simulation results match well, which confirms the model. Table 2 shows that a high mutation rate of 10% per bit results in too much exploration, so the uniform
optimal population is not one of the most probable populations – in fact, it is only the seventh most probable population with a probability of 2.5%. With this high mutation rate the probability that the population does not have any optimal individuals is 30%. However, as the mutation rate decreases to the more reasonable values of 1% and 0.1%, the probability that the population is comprised entirely of optimal individuals increases to 53% and 86% respectively, and the probability that the population has no optimal individuals decreases to 11% and 9% respectively.

<table>
<thead>
<tr>
<th>Mutation Rate</th>
<th>Population Vector</th>
<th>Probability Markov</th>
<th>Probability Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0 0 0 0 0 0 1 3</td>
<td>0.0290 ± 0.0287</td>
<td>0.0290 ± 0.0286</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 0 1 0 3</td>
<td>0.0290 ± 0.0286</td>
<td>0.0290 ± 0.0286</td>
</tr>
<tr>
<td></td>
<td>0 0 0 1 0 0 0 3</td>
<td>0.0290 ± 0.0286</td>
<td>0.2999 ± 0.3026</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 0 0 0 0</td>
<td>0.0290 ± 0.0286</td>
<td>0.0290 ± 0.0286</td>
</tr>
<tr>
<td>0.01</td>
<td>0 0 0 0 0 0 0 4</td>
<td>0.5344 ± 0.5350</td>
<td>0.5322 ± 0.5350</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 0 0 1 3</td>
<td>0.0718 ± 0.0719</td>
<td>0.0718 ± 0.0716</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 0 1 0 3</td>
<td>0.0718 ± 0.0721</td>
<td>0.0718 ± 0.0726</td>
</tr>
<tr>
<td></td>
<td>0 0 0 1 0 0 0 3</td>
<td>0.0718 ± 0.0730</td>
<td>0.0718 ± 0.0726</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 0 0 0 0</td>
<td>0.1134 ± 0.1158</td>
<td>0.1138 ± 0.1158</td>
</tr>
<tr>
<td>0.001</td>
<td>0 0 0 0 0 0 0 4</td>
<td>0.8605 ± 0.8499</td>
<td>0.8437 ± 0.8499</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 0 0 4 0</td>
<td>0.0288 ± 0.0493</td>
<td>0.0288 ± 0.0408</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 0 4 0 0</td>
<td>0.0288 ± 0.0507</td>
<td>0.0288 ± 0.0380</td>
</tr>
<tr>
<td></td>
<td>0 0 0 4 0 0 0 0</td>
<td>0.0288 ± 0.0494</td>
<td>0.0288 ± 0.0380</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 0 0 0 0</td>
<td>0.0923 ± 0.1246</td>
<td>0.1092 ± 0.1246</td>
</tr>
</tbody>
</table>

Table 2: BBO Markov model and simulation results (mean ± standard deviation) of the most probable populations, and the combined probability of convergence to populations that contain no optimal solutions. Simulation results are based on 100 Monte Carlo runs.

Figure 4 shows typical simulation results of 20,000 generations of BBO for the three-bit one-max problem with a mutation rate of 1% per bit. It is seen that the uniform optimal population occurs just over 50% of the time, in agreement with Table 2.

### 4.2 Markov Model Comparisons

Consider a GA with fitness-proportional (roulette wheel) selection, followed by mutation, followed by single point crossover (GASP). We use $v_i$ to represent the $i$th element of the population vector $v$, and $f_i$ is the fitness of $x_i$. $G^i_j(v)$ is the probability of obtaining individual
Figure 4: Typical BBO simulation results for a three-bit unimodal optimization problem (one-max) with a mutation rate of 1% per bit. The three most probable populations are shown, along with the cumulative probability of all populations that have no optimal individuals.

$x_j$ by selection alone from a population represented by vector $v$. $U_{ij}$ is the probability of obtaining $x_i$ from $x_j$ by mutation, $G_i^{sm}(v)$ is the probability of obtaining individual $x_i$ by selection and mutation combined, $r(i, j, k)$ is the probability that $x_i$ and $x_j$ cross to form $x_k$, and $G_k^{smc}(v)$ is the probability of obtaining individual $x_k$ by selection, mutation, and crossover. These probabilities are derived in [32, 33, 35, 36] as

\[
G_j^n(v) = \frac{v_if_i}{\sum_j v_jf_j}
\]

\[
G_i^{sm}(v) = \sum_j U_{ij}G_j^n(v)
\]

\[
G_k^{smc}(v) = \sum_j r(i, j, k)G_i^{sm}(v)G_j^{sm}(v)
\]

Equation (14) can be used with the multinomial theorem [37] to obtain the probability that population vector $v$ transitions to $u$ after one generation.

\[
\Pr_G(u|v) = N! \prod_i \frac{(G_i^{smc}(v))^{u_i}}{u_i!}
\]

In this section we use (12) to obtain the limiting population distributions of BBO ($\lambda_k \propto f_k$) and GAGUR ($\lambda_k = 1$), and (15) to obtain the limiting population distributions of GASP. Due to the exponential increase of matrix sizes with problem size, investigation was limited to four-bit problems ($n = 16$) with a population size of four ($N = 4$), which results in 3,876 possible population vectors as shown in (13).

The problems we investigated are denoted as $F_u$, $F_m$, $F_d$, and $F_h$. $F_u$ is the unimodal one-max problem in which the fitness of each bit string is equal to the number of ones in the
bit string. $F_m$ is a multimodal problem; its fitness values are equal to those of the one-max problem, except that the bit string consisting of all zeros has the same fitness as the bit string consisting of all ones. $F_d$ is a deceptive problem; its fitness values are equal to those of the one-max problem, except it is a unimodal problem in which the bit string consisting of all zeros has the highest fitness. $F_h$ is a hierarchical-if-and-only-if (H-IFF) problem; its fitness values are defined in such a way that it is amenable to the use of building blocks for optimum seeking [38]. H-IFF problems are constructed to be compatible with the capabilities of GASP.

Tables 3-6 show comparisons between Markov model results for GASP, GAGUR, and BBO. The tables show the probability of obtaining a uniform optimal population and the probability of obtaining a population which does not have any optimal individuals. The crossover probability used in GASP was 0.9.

<table>
<thead>
<tr>
<th>Mutation Rate</th>
<th>Population Vector</th>
<th>Probability GASP</th>
<th>Probability GAGUR</th>
<th>Probability BBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>Uniform Optimal</td>
<td>0.0084</td>
<td>0.0079</td>
<td>0.0044</td>
</tr>
<tr>
<td></td>
<td>No Optima</td>
<td>0.5826</td>
<td>0.5623</td>
<td>0.5111</td>
</tr>
<tr>
<td>0.01</td>
<td>Uniform Optimal</td>
<td>0.2492</td>
<td>0.2513</td>
<td>0.3484</td>
</tr>
<tr>
<td></td>
<td>No Optima</td>
<td>0.5436</td>
<td>0.5372</td>
<td>0.2128</td>
</tr>
<tr>
<td>0.001</td>
<td>Uniform Optimal</td>
<td>0.4029</td>
<td>0.4034</td>
<td>0.7616</td>
</tr>
<tr>
<td></td>
<td>No Optima</td>
<td>0.5696</td>
<td>0.5690</td>
<td>0.1679</td>
</tr>
</tbody>
</table>

Table 3: Unimodal problem optimization results for $F_u$. The results were obtained using Markov models. The best performance is in **bold font** in each row.

<table>
<thead>
<tr>
<th>Mutation Rate</th>
<th>Population Vector</th>
<th>Probability GASP</th>
<th>Probability GAGUR</th>
<th>Probability BBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>Uniform Optimal</td>
<td>0.0119</td>
<td>0.0106</td>
<td>0.0066</td>
</tr>
<tr>
<td></td>
<td>No Optima</td>
<td>0.5006</td>
<td>0.4939</td>
<td>0.4370</td>
</tr>
<tr>
<td>0.01</td>
<td>Uniform Optimal</td>
<td>0.3675</td>
<td>0.3701</td>
<td>0.4715</td>
</tr>
<tr>
<td></td>
<td>No Optima</td>
<td>0.4139</td>
<td>0.4079</td>
<td>0.1450</td>
</tr>
<tr>
<td>0.001</td>
<td>Uniform Optimal</td>
<td>0.5655</td>
<td>0.5670</td>
<td>0.8502</td>
</tr>
<tr>
<td></td>
<td>No Optima</td>
<td>0.4069</td>
<td>0.4053</td>
<td>0.0968</td>
</tr>
</tbody>
</table>

Table 4: Multimodal problem optimization results for $F_m$. The results were obtained using Markov models. The best performance is in **bold font** in each row.
Several things are notable about the results of Tables 3–6.

1. In each table as the mutation rate decreases, performance improves. The probability of a uniform optimal population increases, and the probability of no optima decreases. This is true for all three algorithms.

2. GASP is the best algorithm only when the mutation rate is high (10% per bit) and only insofar that the probability of a uniform optimal population is slightly higher in GASP than in GAGUR and BBO.

3. In every other performance comparison in the tables, GAGUR slightly outperforms GASP, and BBO far outperforms both GASP and GAGUR. This is especially true when the mutation rate is low (0.1% per bit). In this case, BBO outperforms GASP and GAGUR in its higher probability of a uniform optimal population by an average of 85% to 56%, and BBO outperforms GASP and GAGUR in its lower probability of a population with no optima by an average of 10% to 41%.

Similar comparisons between single-parent and multi-parent EAs have been noted in
previous papers. In particular, ES performance has been seen to generally improve as the
number of parents increases [39]. However, we have shown that the difference between GASP
and GAGUR is relatively small for the specific problems in this section, but the improved
performance that comes with using BBO is significant. This is because a BBO individual
uses its own fitness before deciding how likely it is to accept features from other solutions.
This simple and intuitive idea does not have an analogy in natural selection, but is motivated
by biogeography. The results in this section are also consistent with [40], which showed that
BBO with a constant immigration rate ($\lambda_k = 1$), which we have shown in this paper to be
equivalent to GAGUR, gives much worse performance than standard BBO ($\lambda_k \propto f_k$).

4.3 Time to First Optimum

In this section we investigate the performance of BBO, GASP, and GAGUR experimentally
for the four problems discussed in the previous section. We ran 100 Monte Carlo simulations
of 20,000 generations each and recorded the time at which the population found its first
optimum. Time to first optimum is not given by the Markov models, so we need to use
simulations to obtain this information. Tables 7–10 give the percent of runs in which at
least one optimum was found, and the average generation number when an optimum was
first found.

<table>
<thead>
<tr>
<th>Mutation</th>
<th>GASP</th>
<th>GAGUR</th>
<th>BBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>5.8 ± 6.4</td>
<td>4.9 ± 5.2</td>
<td>6.0 ± 5.5</td>
</tr>
<tr>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>32.2 ± 46.8</td>
<td>25.0 ± 35.8</td>
<td>24.0 ± 24.0</td>
</tr>
<tr>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>248.7 ± 336.6</td>
<td>212.8 ± 334.7</td>
<td>147.1 ± 238.2</td>
</tr>
</tbody>
</table>

Table 7: Unimodal problem optimization results for $F_u$, showing the percent of simulations that achieved at
least one optimum, and the generation number (mean ± standard deviation) when the optimum was first
achieved. The results were obtained with 100 Monte Carlo simulations of 20,000 generations each. The best
performance is in **bold font** in each row.
<table>
<thead>
<tr>
<th>Mutation</th>
<th>GASP</th>
<th>GAGUR</th>
<th>BBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>3.2 ± 3.4</td>
<td><strong>2.8 ± 2.6</strong></td>
<td><strong>2.8 ± 2.6</strong></td>
</tr>
<tr>
<td>0.01</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>27.5 ± 44.1</td>
<td><strong>16.8 ± 29.7</strong></td>
<td>17.0 ± 33.4</td>
</tr>
<tr>
<td>0.001</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>152.6 ± 288.0</td>
<td>144.1 ± 326.6</td>
<td><strong>126.0 ± 257.7</strong></td>
</tr>
</tbody>
</table>

Table 8: Multimodal problem optimization results for $F_m$ showing the percent of simulations that achieved at least one optimum, and the generation number (mean ± standard deviation) when the optimum was first achieved. The results were obtained with 100 Monte Carlo simulations of 20,000 generations each. The best performance is in **bold font** in each row.

<table>
<thead>
<tr>
<th>Mutation</th>
<th>GASP</th>
<th>GAGUR</th>
<th>BBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>36.4 ± 41.9</td>
<td>34.1 ± 42.9</td>
<td>28.4 ± 43.2</td>
</tr>
<tr>
<td>0.01</td>
<td>98</td>
<td>96</td>
<td>85</td>
</tr>
<tr>
<td>Generation</td>
<td>4030 ± 4741</td>
<td><strong>3639 ± 4461</strong></td>
<td>3870 ± 4734</td>
</tr>
<tr>
<td>0.001</td>
<td>26</td>
<td>24</td>
<td>29</td>
</tr>
<tr>
<td>Generation</td>
<td><strong>660 ± 2091</strong></td>
<td>692 ± 2642</td>
<td>829 ± 3100</td>
</tr>
</tbody>
</table>

Table 9: Deceptive problem optimization results for $F_d$ showing the percent of simulations that achieved at least one optimum, and the generation number (mean ± standard deviation) when the optimum was first achieved. The results were obtained with 100 Monte Carlo simulations of 20,000 generations each. The best performance is in **bold font** in each row.

<table>
<thead>
<tr>
<th>Mutation</th>
<th>GASP</th>
<th>GAGUR</th>
<th>BBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>3.6 ± 4.1</td>
<td><strong>3.0 ± 3.0</strong></td>
<td>3.3 ± 4.4</td>
</tr>
<tr>
<td>0.01</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>28.4 ± 50.1</td>
<td><strong>19.1 ± 39.5</strong></td>
<td>20.4 ± 53.2</td>
</tr>
<tr>
<td>0.001</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Generation</td>
<td>402 ± 753</td>
<td>377 ± 802</td>
<td><strong>281 ± 848</strong></td>
</tr>
</tbody>
</table>

Table 10: H-IFF problem optimization results for $F_h$ showing the percent of simulations that achieved at least one optimum, and the generation number (mean ± standard deviation) when the optimum was first achieved. The results were obtained with 100 Monte Carlo simulations of 20,000 generations each. The best performance is in **bold font** in each row.
Several things are notable about the results of Tables 7–10.

1. In each table, increasing the mutation rate decreases the time to first optimum, as expected for small problems.

2. The large standard deviations in each table show that there is a large variation in performance between simulations. This shows that EA results in general can vary significantly from run to run.

3. In the unimodal problem results shown in Table 7, BBO is generally the best EA.

4. In the multimodal problem results shown in Table 8, GAGUR is generally the best EA.

5. The deceptive problem results in Table 9 show that this is the only problem in which the EAs achieved the optimum less than 100% of the time. For a moderate mutation rate of 1%, GASP found the optimum most often. For a low mutation rate of 0.1%, BBO found the optimum most often, which is the most important metric, but of those times when the optimum was found, GASP found it more quickly.

6. In the H-IFF problem results shown in Table 10, GAGUR performs the best for moderate mutation rates, while BBO performs the best for low mutation rates.

7. When the mutation rate is low, BBO clearly performs the best in all four problems.

The conclusions drawn from the simulation results in this section are somewhat different than those drawn from the Markov models in Section 4.2. This is because the Markov model results in Section 4.2 are based on limiting population distributions as time approaches infinity. The Markov model is therefore only an approximation to finite-time simulations. The advantage of the Markov model is that it is exact, while simulation results vary from run to run because of random effects.

5 Conclusion

We have derived Markov models for genetic algorithms with global uniform recombination (GAGUR) and biogeography-based optimization (BBO). The models show the theoretical probability as the generation count goes to infinity of each possible population for a given problem. Some small representative problems were investigated. The results showed that
BBO generally outperforms both GAs with single-point crossover (GASP) and GAGUR, especially if the mutation rate is small.

The Markov model development in this paper is computationally expensive because the size of the Markov transition matrix is \((n + N - 1)\)-choose-\(N\), where \(n\) is the cardinality of the search space and \(N\) is the population size. Computational savings can be obtained by grouping Markov states together and then computing the probability that the population transitions from one group of populations to another group [32], but this is left for further research. Computational savings could also be obtained by not allowing duplicate individuals in the population. This would require an adjustment to the Markov model and would reduce the size of the transition matrix to \(n\)-choose-\(N\).

Other future work includes extending the Markov model to variations of BBO. This paper focused on the original BBO algorithm, which is called partial immigration-based BBO. An extension of the Markov model in this paper to BBO variations would analytically show their advantages or disadvantages. Some of these variations include partial emigration-based BBO, total immigration-based BBO, and total emigration-based BBO [3], among others. Also, the Markov model in this paper could be extended to other EAs so that comparisons could be made between EAs theoretically rather than based only on simulations.

We have shown that the improved performance that comes with using BBO compared to GASP and GAGUR can be significant. This is apparently because a BBO individual uses its own fitness before deciding how likely it is to accept features from other solutions. This simple and intuitive idea does not have an analogy in natural selection, but is motivated by biogeography. An interesting direction for future work is to use this idea in other EAs. For example, before using neighbors to modify a given particle swarm optimization solution, the algorithm could first take the given particle’s performance into account. The same idea could be used with ant colony optimization, differential evolution, and other EAs.

Finally, the Markov model developed here forms a foundation that can be used to develop a dynamic systems analysis of BBO. Dynamic systems analysis of EAs is used to find the proportion of each possible individual in a population as the population size tends to infinity. This is exemplified by the extension of GA Markov models to dynamic systems analysis [32].
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