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Abstract: Urban environments are often characterized
by loud and annoying sounds. Noise-cancelling head-
phones can suppress negative influences and superim-
pose the acoustic environment with audio-augmented re-
alities (AAR). So far, AAR exhibited limited interactivity,
e. g., being influencedby the locationof the listener. In this
paper we explore the superimposition of synchronized,
augmented footstep sounds in urban AAR environments
with noise-cancelling headphones. In an online survey,
participants rated different soundscapes and sound aug-
mentations. This served as a basis for selecting and de-
signing soundscapes and augmentations for a subsequent
in-situ field study in an urban environment with 16 par-
ticipants. We found that the synchronous footstep feed-
back of our application EnvironZen contributes to creat-
ing a relaxing and immersive soundscape. Furthermore,
we found that slightly delaying footstep feedback can be
used to slow down walking and that particular footstep
sounds can serve as intuitive navigation cues.

Keywords: soundscape, audio-augmented reality, aug-
mented reality, auditory feedback, pedestrian, walking,
mobile computing, urban computing

1 Introduction

Urban soundscapes are often far from what we consider
relaxing. Car engines, horns, construction sites, laughing,
or clanking dishes in restaurants and other sound sources
can raise environmental noise to an annoying level. Re-
search found a relation between environmental noise and
various diseases such as tinnitus, cognitive impairment,
sleep disturbance, and cardiovascular effects [48, 69, 74].
Animals also suffer from man-made noise [57], like birds
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singing at higher amplitude in urban areas [19]. The world
health organization (WHO) therefore provides guidelines
prescribing a maximum noise level [11, 75]. Human ears
adapt to modern environments and focus on specific
sound sources from any direction while attenuating other
noises around.

Nevertheless, our natural ability to filter out dis-
tracting noises is limited [87]. Headphones with active
noise cancellation (ANC) can effectively reduce distract-
ing noises [68] and positively influence subjective well-
being while focusing on specific tasks [70]. The listener
can enjoy music or audio books at a lower volume [20],
but may also miss important signals like announcements
on trains [37]. Noise cancellation can also be beneficial for
digitally supportedmeditation practice [91].Walkingmed-
itation is a form of focusing on one’s gait by paying at-
tention to each step [39]. Research has found positive ef-
fects on the treatment of depression via walking medita-
tion [77]. Typically, these exercises are performed in nat-
ural and relatively quiet environments to avoid distrac-
tions and to allow practitioners to better focus on the mo-
ment [52]. For novices, it is challenging to transformawalk
on a crowded and noisy sidewalk into a relaxed medita-
tion.

Playing a soundscape through ANC headphones can
present a different world acoustically, but so far there
has been a lack of research on how augmented footstep
sounds affect listeners in such auditively modified worlds
in urban areas. We therefore developed EnvironZen, a
mobile app that augments the footstep sounds to im-
merse the user into a different world, while visual stim-
uli of reality are preserved. In order to investigate the in-
fluence on walking, we first examined different sound-
scapes and footstep sounds in an online survey and then
tested the most preferred soundscapes in an in-situ field
study with 16 participants. Furthermore, we investigated
whether augmented footstep sounds are suitable for nav-
igation and observed the influence of sound delays and
speedups and the playback of different warning sounds,
e. g. when bicycles are approaching. Repeated small inter-
views were conducted to capture each individual experi-
ence and perception of the urban environment and sound-
scapes.
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2 Related Work
Michael Southworth showed that visually impaired peo-
ple prefer other urban areas than people without vi-
sual impairment, as different characteristics gain impor-
tance [90]. From this, Southworth derived the concept of
the sonic city. R. Murray Schafer established the term of
soundscapes [82], which is composed of three features:
keynote sounds (natural noises like wind or water), sig-
nals (acoustic warnings like bells), and soundmarks (in-
dividual sounds that identify a specific location). In con-
trast to an acoustic environment, a soundscape is a delib-
erate composition of the aforementioned three features by
a designer’s vision [53]. With the increasing awareness of
acoustic environments [53], cities start to actively moni-
tor noise pollution [9], as noise is related to health prob-
lems [48, 74], whereas natural sounds have been found to
provide health benefits [2, 10, 22].

An audio augmented reality (AAR) is a superim-
position of real world soundscapes with virtual sound
sources [29]. It embeds computer-generated sounds into
the user’s acoustic environment [35, 63]. Sonification in-
tegrates data into the sounds to convey information [60].
Those acoustically embedded data can, for example,
present social media messages [32, 45], location-based in-
formation [15], emotions [83], notify specific users [21],
help to maintain a steady walking pace [59, 72], or mod-
ulate EEG data on soundscapes to assist group walking
meditation [27, 28]. One of the first works that investigated
auditory displays was Nomadic Radio [81]. Notifications
were embedded in the user’s environment via wearable
loudspeakers and voice recognition was used for input. In
a mobile context, AAR is used to promote exploratory and
immersive experiences as well as serendipitous discovery
of public places [12, 34, 65, 100]. For instance a leisurewalk
in an AAR park [61, 100] can promote health [73, 77] and
support rehabilitation from stress-related mental disor-
ders [23]. For the blind, audio output can describe the nat-
ural environment to promote nature connectedness [5, 6].
Playingbird sounds through speakers innoisyurbanparks
can positively influence an ambience [99] and provide in-
teractivity, e. g. via smart clothing [58]. Following the con-
cept of a Sound Garden, anyone can place an auditory vir-
tual park at a specific location to offer listeners a new ex-
perience [85, 86] or guide tourists between landmarks [8,
14, 66]. This concept can also be adapted to recreate the
soundscape of historical places [88] or to represent histor-
ical events [78], e. g. to enhance touristic experiences [26]
and museum guides [104] or stories [80]. Thereby, spatial
audio can support the design process of a soundscape [46]
and 3D sound can contribute to achieving immersion in

audio-augmented worlds, e. g. for sound-based games in
urban areas [25]. Furthermore, spatial audio can be used
for guidance. For example, the direction from which mu-
sic is played [1, 41], or individual instruments [44] can be
used for guidance. To determine the orientation of the user
in relation to the played spatial sounds, sensors in the
headphones or the smartphone can be used as a virtual
directional microphone [42, 43]. Passive or active acous-
tic isolation, i. e. cocooning, [13] limits the ability to hear
oneself (footsteps, voice or breathing) as well as external
noise sources. Nowadays, Hearables [31, 76], Earables [55]
and headphones with active noise cancellation allow for
acoustic transparency to let their listeners stay aware of
the environment. McGill et al. envisioned that in the fu-
ture users will immerse themselves into an acoustically
interactive space with personal and private auditory dis-
plays [64]. They investigated the impact of acoustic trans-
parencywith a focus on external sound sources and found
that acoustically transparent and isolated headsets have
an effect on the realness and presence of the content.

In virtual realities, footstep sounds enhance the per-
ceived level of presence [56] and also affect walking be-
havior [47, 84, 101]. In the context of AAR, sonified foot-
steps offer a certain degree of realism and interactivity
with virtual acoustic worlds. Concepts of mounted step
sensing and footstep playback on urban running routes
aim to provide amore natural running experience [98]. Vi-
bration feedback from shoes was used to change the per-
ceivedphysical structure of a surface [89, 93]. Different nat-
ural surface simulations by footstep sounds were found
to influence the biomechanics of walking [95], perceived
bodyweight [92], emotions [62], step length [30], andwalk-
ing pace [67, 97]. Those effects were also used to man-
age gait disturbances in Parkinson’s disease [79], gait re-
habilitation in chronic stroke patients by pitched natural
footstep sounds [36], and foot pressure balance for run-
ners [71]. Music that was modified by footsteps showed no
perceived effects on user’s gait [38]. Using non-naturalistic
footstep sounds showed no significant effects on walk-
ing patterns [17]. The preferred volume of footstep play-
back was found not to significantly differ from the vol-
umeof the soundscape [96].Most of thementioned studies
that analyzed augmented footsteps were carried out under
controlled lab settings and did not involve users walking
in real application scenarios. Hence, the results are often
based on small distances. Furthermore, effects due to the
measuring equipment, e. g. shoe prototypes, could influ-
ence the results.

The existing body of related works shows that sound-
scapes and footsteps contribute to the immersion in vir-
tual worlds [56], in which footstep sounds also influence
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walking behavior [47, 62, 67, 84, 92, 95, 97, 101]. There
is a positive influence of natural sounds [2, 10, 22, 23]
on health, and augmented footsteps sounds may serve as
an unobtrusive feedback channel [36, 71, 79]. In addition,
soundscapes themselves can provide special cues about
the environment [15, 21, 32, 45, 83]. However, so far the
main focus of deploying interactive soundscapes has been
on city parks [6, 61, 85, 99, 100], guidance with sound-
scapes [6, 66, 78, 88, 104] and virtual reality with aug-
mented footsteps [47, 56, 84, 101]. Our vision is motivated
by noisy and stressful city center environments [7] that
can now be masked out by ANC headphones [20, 68, 70].
This might enable the transformation of any acoustic en-
vironment into a natural soundscape and provide inter-
activity in AAR via augmented footstep sounds. Relaxing
and exploratory experiences to promote health by walk-
ing [73, 77, 100] thus can be implemented at any location
and extend the capabilities of sound gardens [85]. The cre-
ated natural soundscapes can be enhanced by warning
sounds that fit into the virtual acoustic environment in
order to notify the listeners [21] of hazardous situations,
without completely taking the user out of the immersive
experience. For instance, approaching vehicles that share
their location in real time can communicate with pedes-
trians in virtual acoustic worlds [24]. However, in previ-
ous works, external sounds from the virtual environment
were used as cues, while virtual sounds produced by the
listeners themselves, e. g., footsteps, were not considered.
For example, when accidentally leaving a guided audio
path [66], special footstep sounds can notify users that
they walk the wrong way, as they would when walking be-
side a gravel path in the forest. Accelerated or delayed foot-
step sounds could unobtrusively hint users to hurry up,
e. g. to catch a bus, or calm down to be more relaxed [67].
By switching between different soundscapes, users can ex-
perience a multifaceted path with a rich variety of impres-
sions [97]. In thiswork,we explore the visionof augmented
interactive soundscapes in city centers with augmented
footstep sounds and its influence on listeners. In contrast
to [64], we focus on isolated auditory displays and investi-
gate the impact of footstep sounds and their capabilities in
audio augmented realities. As a researchvehicleweuse the
EnvironZen application. To ensure universal and ubiqui-
tous usage, only smartphone acceleration data are applied
to establish real time footstep detection and sonification.
This approach does not require instrumenting users with
additional equipment that may have an impact on the nat-
ural user’s gait. The main contributions of this paper in-
clude (1) an open-source application for augmenting foot-
step sounds, (2) an evaluation of individual perceptions of
urban stimuli in audio augmented realities, (3) the sonifi-

cation of augmented footstep sounds to convey navigation
cues, and (4) an evaluationof the effects of accelerated and
delayed footstep sound feedback.

3 EnvironZen Application
EnvironZen is designed to transform any acoustic environ-
ment into a relaxing soundscape. Based on motion data
of the most ubiquitous device – the smartphone – [4] the
application aims to recognize and augment footsteps, any-
where and without any additional equipment. The name
is composed of Environment and Zen. Although we do not
fully relate our app to the principles of Zen Buddhism and
walkingmeditation [39, 50, 51], we aim to encourage users
to have a relaxing, stress-relieving walking experience.
The idea behind EnvironZen is to motivate a walk, e. g.
when going to work or during a lunch break in city cen-
ters, where due to the short time of the break no parks are
within reach. Since visual stimuli are maintained, the ap-
proach is compatible with busy environments, like an ur-
ban sidewalk. The auditory footstep augmentationwas de-
veloped to ideally immerse the user more fully in the audi-
tory world. The state of the Buddha figure in the startup
screen of EnvironZen (Figure 1, left) displays the app sta-
tus. If the Buddha figure is shown with an urban environ-
ment in the background, the sound augmentation is off.
Swiping up changes the figure: the Buddha now wears

Figure 1: Left: Start screen of EnvironZen with inactive soundscape;
the urban environment signals the unmodified urban sound environ-
ment. Right: Swiping up activates the “Beach” soundscape; swiping
left or right selects other soundscapes; swiping down stops the
audio augmentation.
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headphones and the urban background fades away, be-
ing replaced by a circular “halo”. The selected soundscape
starts playing (“Beach” in Figure 1). Swiping left and right
changes the soundscape and footstep sounds. By the back-
ground color and the name of the soundscape, users can
identify their selection. Footstep sounds are played only
when the smartphone is put in the trousers pocket, which
is recognized by the proximity sensor of the display. In
the menu settings users can also disable the pocket mode.
However, EnvironZen’s algorithmwas optimized for carry-
ing the smartphone in the pocket since the visual percep-
tion of the environment is to be preserved. The user can
adjust the volume of the footstep sounds and of the sound-
scape via the speaker button on the top of the screen.
Additionally, in the menu users can choose a navigation
mode to be guided to a selected location. In this mode, the
footstep sound is changed to a wooden step sound when
users are walking in the wrong direction. Further, a story
mode was implemented that switches randomly between
the soundscapes every three minutes, in order to tell the
listener a story without any spoken words. The term story
mode is intended to encourage the user to engage with
the virtual acoustic environment. While switching, a ten-
second crossfade between the soundscapes and the foot-
step sounds ensures a pleasant adaptation for the listener.
For study purposes, the app can be connected to another
smartphone via Bluetooth to start recordings and to acti-
vate various study parts. The application was created for
Android 6 or higher and is freely available at GitHub1 along
with the audio clips.

3.1 Step Detection

Step detection algorithms can analyze motion measure-
ments in either the frequency domain [54] or in the time
domain. Timedomain approaches include, but arenot lim-
ited to, thresholding [3], zero-crossing counts [49], and
peak detection [103]. Our step detection algorithm is based
on the recommendations by Brajdic and Harle [16]. How-
ever, we had to extend and reconfigure the proposed win-
dowed peak detection algorithm [16] in order to support
real-time step counting. In contrast to Brajdic and Harle,
whoused a fixedwindow size of 590ms for peak detection,
we use a window size of 500ms and change it to 330ms
when the acceleration intensity is above a threshold. We
included this adjustment to support activities like short
runs, e. g. to catch a bus, for which a fixed window size

1 https://github.com/M-Schrapel/EnvironZen

showedhighly inaccurate step counts. Thus, the algorithm
covers two states: walking and running.

In Algorithm 1, MovingAverage(duration) is an object
that computes the moving average over the last duration
seconds (window size). The addmethod adds another ac-
celeration magnitude value. The avg method returns the
current moving average. The magnitude is calculated as
accMagn = √a2x + a2y + a2z − g. The earth’s gravity (g =
9.81m/s2) is subtracted in order to zero the result when
no activity is performed. The magnitude is then filtered
with a moving average over 310ms, as proposed by [16].
The parameters p1 and p2 indicate window sizes (in sec-
onds), while p3 to p5 serve as thresholds to detect signal
peaks. The parameters have been optimized by an evolu-
tionary algorithmusing aGaussianmutation operator. The
window size minWindow is initialized with 500ms and is
updated for each measurement depending on the inten-
sity filter. In case the intensity filter exceeds the threshold
p3, minWindow is set to 330ms to allow for accurate step
detection while running. The assumption here is that the
acceleration is higher for running than for walking. If the
time since the last recognized step is less than minWin-
dow, then no step is reported. A step is recognized when
the filteredmagnitude accMagFiltered is above the thresh-
old thresholdFilter.avgmultipliedby theparameterp4. Fur-

Algorithm 1 Step Detection Algorithm.
1: minWindow = 0.500 sec
2: magFilter = new MovingAverage(0.310 sec)
3: thresholdFilter = new MovingAverage(p1 sec)
4: intensityFilter = new MovingAverage(p2 sec)
5: procedure DetectStep(accMag)
6: magFilter.add(accMag)
7: accMagFiltered = magFilter.avg
8: thresholdFilter.add(accMagFiltered)
9: intensityFilter.add(accMagFiltered)
10: if intensityFilter.avg > p3 then
11: minWindow = 0.330 sec
12: else
13: minWindow = 0.500 sec
14: end if
15: if timeSinceLastStep > minWindow then
16: if accMagFiltered > thresholdFilter.avg ∗

p4 and accMagFiltered > p5 then
17: return true
18: end if
19: end if
20: return false
21: end procedure

https://github.com/M-Schrapel/EnvironZen
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ther, the filteredmagnitude accMagFilteredmust be above
the absolute threshold p5 to detect peaks in the signal.

To optimize this algorithm, two co-authors of this pa-
per (25 years, 75 kg, 1.80m and 32 years, 97 kg, 1.89m)
recorded accelerometer measurements with a mobile
phone (a Xiaomi 9T and a Huawei Mate 20 Pro, respec-
tively) placed in the front left trousers pocket. Theywalked
for fiveminutes on sidewalks to record accelerometer data.
One developer (32 years) is an experienced runner, record-
ing additional data at an almost constant pace of 10 km/h
while running in bear-foot shoes. A total of 230 steps were
extracted for the optimization of our algorithm. Samples
were discarded for which the magnitude’s signal peak did
not exactly indicate a heel strike.

The dataset of 230 steps was used to optimize the pa-
rameters p1 to p5 with a fitness function that runs the step
detection algorithm over the entire dataset until all steps
are recognized. The algorithm is provided with the actual
number of steps and has to locate them in the dataset. In
each iteration, all parameters are mutated with a Gaus-
sian function. The steps are then computed and the new
result is compared to the previous result. For this pur-
pose, the (1+ 1) evolutionary algorithm [33] selects the pre-
vious (parent) or new parameterization (child) with num-
ber of recognized steps closest to the real number of steps,
i. e., the lowest fitness score, and continues the mutation
and calculation until no steps are unrecognized. The re-
sulting parameters are shown in Table 1. The algorithm
was subsequently tested by one female and four male vol-
unteers (age: M = 31.6, SD = 13.2 years; height: M = 1.77,
SD = 0.1m; weight: M = 77.6, SD = 8.45 kg). They installed
a test application on their own smartphone (two Huawei
One Plus 6, Samsung Galaxy S5 and S10e, Google Pixel 4a)
and were introduced to walk for five minutes on a pedes-
trian walkway with the phone in their left trousers pocket
and headphones on. During the test they heard a beep
sound every time a step was detected. Although two par-
ticipants mistakenly put the phone in their right trousers
pocket, all testers reported an accurate and instant step
detection when their feed touched the ground. To evalu-
ate the performance of the step sensing algorithm,wehave
built a pair of sensing sandals with attached force sens-
ing resistors on the sole. An Arduino measured both the
pressure on the sole and the audio signal amplifier out-
put from a Zealot H6 Bluetooth headset. The headset is
connected to a Xiaomi 9T smartphone running our ap-
plication. We recorded timestamps, when the sole pres-
sure changed and a beep sound is played. On the phone
we record the time from a triggered accelerometer sensor
event to immediately before a footstep sound is played.
One author recorded time measurements from 30 steps

Table 1: Algorithm parameterization based on 230 recorded steps
from two people during running and walking. The parameters were
optimized with an evolutionary algorithm using a Gaussian muta-
tion operator.

Parameter Values

Initial Optimized

p1 0.2 0.629
p2 1.5 1.365
p3 4 3.893
p4 1 1.017
p5 0.7 0.715

walking along a corridor.Wemeasured that themean time
from the foot touching the ground to sound being emitted
is 351.9ms (SD = 104.8ms), of which on average 300ms are
due to the Bluetooth delay [94]. The average step soundde-
lay of 51.9ms includes an average of 3.9ms (SD = 1.4ms)
from the moment the sensor routine detects a step to trig-
gering a sound event on the smartphone.

3.2 Soundscapes & Footstep Sounds

We use different royalty-free soundscapes and footstep
sounds from the web for our application. Ten different,
randomly selected footstep sound variations for each sur-
face ensure that listeners get the feeling of uniqueness for
every step they take. Furthermore, the measured duration
between two detected heel strikes is used tomodel the vol-
ume of the footstep sound in order to reinforce this impres-
sion. The spectrograms shown in Figure 2 visualize some
of the implemented soundscapes and their frequency dis-
tributions. Beach is composed of an ocean wave keynote
sound, which is accompanied by seagull cries as sound-
marks. In this soundscape, users walk on sand to create
the impression of a walk on the beach. The spectrogram
shows a relatively uniform frequency distribution, which
is primarily defined by the ocean wave peaks. Creek is de-
fined only by the keynote of flowing water. Although the
spectrum is similar to Beach, there are no clear sound-
marks here and the listener walks on deep puddles. Forest
is a rich soundscapewith singingbirds as soundmarks and
a small creek as a keynote sound. The listener walks on
dry leaves through this soundscape. The spectrum here is
characterized by high-frequency birdsong. Similarly, Jun-
gle takes the listener to the soundscape of a rainforest.
Besides singing birds, chirping crickets and frogs can be
heard. The reverb effect creates a wide and extensive at-
mosphere, in which the listener walks on the same dry-
leaves-sound as before in the forest. The abundance of the
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Figure 2: Spectrograms of the various soundscapes: During a walk the background sounds are played continuously.

environment can also be seen in the high intensities in the
lower frequency range. The Mountain soundscape repre-
sents an empty place, only defined by blowing wind and a
screaming eagle, which is clearly identifiable in the spec-
trum by the two peaks at 5 and 30 seconds. Here, the lis-
tener walks on little stones or gravel whereby the strong
wind hints at the location. Likewise, the Snow sound-
scape is defined by cold, blowing wind, which presents
the soundscape much more dominantly than the wind in
themountain soundscape. Comparing the spectra of Snow
and Mountain reveals this difference. Here, the listener
walks on deep snow through this rough and cold envi-
ronment. Further, we implemented a Rain soundscape, in
which continuous rain and a footstep sound of walking
in a puddle creates the acoustic environment. The Musi-
cal soundscape was added as a playful, interactive mu-
sic environment, in which the act of walking generates
music similar to a floor piano. A continuous drum beat is
played and to every footstep, a random note of a kalimba
is played. In this soundscape, the effect of the footstep vol-
ume adjustment based on the duration between two steps
becomes particularly useful for creating unique sounds
with every step.

4 Online Survey
We aimed to evaluate our soundscapes and the footstep
sounds in order to find the most preferred and pleasant

sounds for a subsequent in-situ field study. In addition, we
wanted to investigate which warning signals that match
the soundscape can also be used to interpret approach-
ing vehicles, such as scooters or bicycles. Sixteen individ-
uals (four female and twelve male) aged between 22 and
32 years (M = 25.2, SD = 2.3 years) were surveyed. They
were asked about their headphone usage and whether
they use noise cancelling headphones. Further, we added
questions regarding exercises for relaxation purposeswith
and without digital support through wearables or apps.

After the first set of demographic questions and head-
phone usage, respondents were introduced to put on their
headphones in a quiet environment and to listen carefully
to the subsequent audio samples. In the first part, they
had to listen and rate the footstep sounds from Section 3.2
on a 5-point scale from very unpleasant to very pleasant.
The survey continued with a vision video of our applica-
tion, in which we introduced the idea of augmented foot-
step sounds in urban areas. As before, the respondents lis-
tened to and rated each soundscape including the foot-
step sounds. The last part showed a 10-second video of
a walking person and an approaching bicycle to demon-
strate the idea of soundscape-relatedwarning sounds. The
audio track consisted of a soundscape and footstep sounds
from Section 3.2. In this video, the approaching cyclist is
shown ringing the bell, but the bell sound is replaced by
different warning sounds, depending on the soundscape.
The warning sounds were a galloping horse for Beach,
a woodpecker for Forest, sleigh bells for Snow, the roar
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sound of a tiger for Jungle, and an electric guitar forMusi-
cal. After each warning sound, we asked the participants
to judge how well the sound fits into the scenery and
whether the sound is suitable towarn of approaching vehi-
cles. The soundscapeMountainwas not surveyed onwarn-
ing sounds, as we here use the bicycle bell as the warning
sound in the in-situ study.

4.1 Results

Eight participants stated to regularly use headphones
whilewalkinganddoingoutdoor sportingactivities. Seven
of themuseANCheadphones for listening tomusic in pub-
lic places, during transportation and at work. Six partici-
pants reported toperformmeditation exercises like yogaor
breathing exercises for relaxation purposes. Four of them
support their exercises with mobile applications. Eight
stated that they have never used meditation applications
for recreational activities. Six of them declared that they
had never done meditation exercises before.

Figure 3 depicts the ratings of the sounds presented in
the survey. Forest was found to be the most relaxing pre-
sented soundscape, followed by Beach, and Mountain. A
Friedman test indicated that our soundscapes were rated
differently X 2(6) = 24.234, p < 0.001. A subsequent
post-hoc Tukey test showed that Forest was rated signifi-
cantly higher, while Musical was rated lowest among the
others. The respondents could not imagine using Musical
for recreational purposes, but found the Guitar to be the
most appropriate warning sound, followed by the Sleigh
Bell and the Tiger sound. In the Forest soundscape, the
Woodpecker was appropriate but less dominant as warn-
ing sound. The Horse at the Beach was mentioned to grab
attention, but our respondents found the sound inappro-

priate on the beach. Thus the sound was changed for the
in-situ study to a Ship Horn, introduced and rated in the
opening questionnaire of the in-study. Leaves was found
to be the most suitable footstep sound for Forest and Jun-
gle, followed by Gravel on the Mountain and Sand on the
Beach. Leaves was remarked as similar sound to a plastic
foil by two respondents. In the Snow soundscape partici-
pants perceived the footstep sounds on snow similar to a
wooden floor. From the findingswe selected Forest,Beach,
and Mountain for the in-situ study. Since the galloping
Horse in the Beach soundscape was rated low, we decided
to change that sound to a ShipHorn for themain study. Fur-
ther we asked which other soundscapes they would like to
immerse in. Participants mentioned a drip stone cave, the
soundscape of the moon, a medieval township, a sunny
meadow, New York City at night, and one wanted to have
a trampoline sound for the footsteps in a fun park.

5 In-Situ Field Study

We conducted a field study to find out how augmented
footstep sounds can be used in urban environments. We
recruited sixteen participants (three women and 13 men)
aged 21 to 58 years (M = 28.9, SD = 9.7 years) for the in-
situ study. Seven of these participants (M = 26.9, SD = 2.4
years) also participated in the previous online survey. One
day before each volunteer participated in the study they
were kindly instructed to fill out an initial questionnaire.
Weasked the samedemographic questions as before about
headphone usage and introduced the topic of the survey.
In addition,we repeated thewarning sound test for two se-
lected soundscapes Forest and Beach. The intention was
to increase awareness of the warning sounds for the fol-

Figure 3: Ratings of the implemented soundscapes, sorted from highest to lowest score. A score of 5 presents the highest rating. The pic-
tograms in the bars indicate the footstep sounds. BG is the background environment without any augmentation (just ANC). The first three
soundscapes were also evaluated in the in-situ study. The colors of the bars separate the soundscapes.
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Figure 4: Image at starting point (right) and study route map (left): at route segment A participants walked with headphones in ANCmode
without any sounds. From B to D the soundscapes Beach, Forest, andMountain. Augmented footstep sounds Sand, Leaves, and Gravel were
played in the sections marked in green. Segment E was used for storytelling with footstep sounds and for playback of warning signals when
vehicles are approaching. The pictograms indicate the soundscapes and the yellow marks show construction sites. Segment F was used for
navigation. G and H were used for delayed or accelerated footstep sounds using the Forest sounds.

lowing study so that the participants are able to interpret
these signals in the soundscapes. For the Beach sound-
scape, two sounds were presented. At first the galloping
horse sound from the online survey and second a ship
horn sound. The latter was chosen for the study as this
dominant sound can be more easily associated with a ma-
rine environment.

The study took place on weekdays between noon and
5 PM in the city center of Hannover, Germany on a crowed
pedestrian sidewalk next to a city street. Two construction
sites, cars, restaurants, and stores shaped the lively acous-
tic environment and thus gave us the opportunity to test
our application in the proposed scenario. Figure 4 depicts
the study route taken in summer season of 2021 mainly
during sunny weather with some wind blowing on sev-
eral days. At the starting point, the experimenter handed
out the EnvironZen App installed on a Huawei Mate 20
Pro to the participant. During the study the experimenter
remotely controlled the app via Bluetooth with a Huawei
OnePlus 3 smartphone. The participant was instructed to
comply with the traffic rules and asked put on the Sony
WH-3000-XM3 ANC headphones.

After calibrating the ANC algorithm to the partici-
pant’s ears, the participant adjusted the volume of the
soundscape and the step sounds to their preferred level
and put the phone in their left trouser pocket. To make
them familiarwithANC, theywalked route segmentAwith
ANC on, but without any sound augmentation to the end

of the first sidewalk. The experimenter followed the par-
ticipant all the time at a short distance. At the end of the
route segment the participants took off the headphones
and the experimenter interviewed them about the impres-
sion of the noise cancellation. All interviews were audio
recorded for later analysis. Afterwards on the route seg-
ments B, C, and D the three soundscapes Beach, Forest,
and Mountain were played in counterbalanced order. Un-
til themiddle of each route (marked in blue in Figure 4) the
participants listened to the pure soundscape without foot-
step augmentation. Then (marked in green in Figure 4), the
augmented footstep sounds Sand, Leaves, or Gravel were
played depending on the soundscape. At the end of each
route segment participants were interviewed about their
impression on the temporal accuracy of augmented foot-
step sounds,whether they experienced immersion into the
soundscapes,what they remembered to having heard, and
whether and in what way the footstep sounds contributed
to the scenery. When participants remarked that the vol-
ume of the soundscapes or of the footstep sounds was
not appropriate, they had the opportunity to readjust the
volume. Furthermore, we recorded GPS and accelerometer
data, aswell as timestamps, volume, and recognized steps.

Route segmentE is divided into the three soundscapes
Beach, Forest and Mountain with augmented footsteps as
shown in Figure 4. This segment was intended to evaluate
whether footstep sounds can contribute to more immer-
sive storytelling and how warning sounds are perceived
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that aim to direct the user’s attention to approaching ve-
hicles. The warning sounds are realized with spatial audio
in eight compass directions. The intended story was sim-
ple: A walk begins on a beach, then leads though a for-
est, and finally ascends to the top of a mountain. When
vehicles like bicycles or e-scooters were approaching, the
experimenter sent a command to the participant’s smart-
phone that specified the direction of the vehicle and the
soundscape-related warning sound. The warning sounds
Ship horn, Woodpecker, or Bicycle Bell were played from
the vehicle’s direction in relation to the user. This does
not provide a controlled study setting, but it does make
the participant more aware of approaching vehicles while
using ANC headphones for their safety. The sound was
linearly cross-faded between two adjacent soundscapes
to avoid hard transitions. Before this part began, par-
ticipants were only told that they were about to hear a
story and warning sounds when vehicles are approaching
to which they should pay attention to. Afterwards, par-
ticipants were interviewed about the story and warning
sounds they heard.

Route F was used to evaluatewhether footstep sounds
can be employed for navigation purposes. In the Forest
soundscape participants walked on Leaves as long as they
walked in the right direction. When they walked on the
wrong path, the experimenter remotely changed the foot-
step sound to Wooden Planks with his phone. Before this
part began, participants were informed that the system
would navigate them a destination unknown to them,
which they can identify by a Gong sound. Further, they
were informed that theywouldwalk in thewrongdirection
when they hear themselves walking on a wooden surface.
When reaching the location, participants were asked how
they experienced the feedback.

The aim of the last part on route segments G and H
was to measure the influence of asynchronous footstep
sounds. Again the Forest soundscape was used together
with the Leaves footstep sound. The participants were in-
troduced to walk to the end of each route without giving
them any information on the intention of this study part.
By averaging the time between the first five recognized
steps we measured the current walking speed. Based on
this calculated average step duration a footstep rhythm
continued that, depended on the study part, ether in-
creased or decreased by five milliseconds every two sec-
onds. After 60 seconds, or the initial averaged step du-
ration plus or minus 150 milliseconds, the footstep play-
back continued with this maximum step duration offset.
Each participant either began by hearing increasing or de-
creasing footstep sound periods on route segment G and
then continuedwith the othermethod on route segmentH.

After each segment, participants were interviewed if they
noticed anything. Afterwards, participants were handed
out a final questionnaire for gathering feedback about this
study and thepresented technology.Weaskedwhich study
part they liked most, which soundscape they preferred
and why, how accurate they found the timing of the step
sounds to be, whether step sounds provided a more im-
mersive and relaxing experience, as well as in which con-
text they would use such audio augmentations. Further-
more, the participants were given the opportunity to give
us free-form feedback.

6 Evaluation

In the following, the results of the in-situ field study are
presented.

6.1 Augmented Footsteps vs. No
Augmentation

Initially, the participants walked with active noise can-
celling to familiarize themselves with the technology. In
the subsequent interview eleven participants mentioned
that it was unusual but pleasant to block the environmen-
tal noise. One noted that he never before realized how
noisy the environment actually is. Two remarked that the
headphones amplified their own footstep sounds while
walking. In the following, results of our interviews from
the counterbalanced soundscapes are presented.

In the Beach soundscape, participants mostly men-
tioned the ocean wave sound first as a dominant keynote
sound. One participant thought he mistook the sound of
waves for approaching cars, and another noted that he
had to look around to see where the water was coming
from. P2 stated “It was confusing, it felt like I’m walking
on a beach but I couldn’t see it.”. Similarly P8 said “It was
surreal to walk on the lively street but hear the soundscape
of a beach.”. Interestingly, some participants incorporated
their visual impressions into the soundscape and felt even
more immersed in a beach environment. P1 and P11 re-
marked that theyhad the impressionofwalkingonabeach
promenade, because of the restaurants nearby. P10, P12,
and P14 had been on a beach vacation shortly before and
felt taken back by the soundscape. With footstep augmen-
tation, P6 noted “With the step sound it was different, I was
more focused on the acoustic environment, it was more in-
tense.”. However, P16 perceived, in contrast to the other
participants, the steps as not being in sync with his foot-
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steps and felt like someone is walking behind, which he
found confusing. P10 remarked that augmented footsteps
suppressed the sound of his own footsteps, which made
the soundscape more immersive. P11 mentioned that the
augmented footsteps reinforced the soundscape and gave
amore intense feeling, making him focusmore on his own
footsteps andbreathing. P8, P9, P12, P14 andP16 found the
footstep sounds slightly too loud, which made it more dif-
ficult for them to immerse themselves in the environment.
P12 mentioned that he was able to get used to the volume
after taking a few steps. The participants were therefore
given the opportunity to readjust the footstep volume for
the following parts.

When the experimenter asked after the Forest sound-
scape what kind of soundscape they heard, seven par-
ticipants mentioned the Leaves step sound as a remark-
able environmental feature. P15 rather mentioned dry
grass and perceived the environment, like P10 and P16,
in the very deep forest. P1 found the environment with
step sounds more immersive but remarked “The footstep
sounds cameabit too early. Butwhen I began to imagine dry
leaves on the groundmaking sounds before the feet touches
the ground, I felt even more immersed in the forest.”. P9
mentioned that the footstep sound matched his gait mak-
ing the soundscape more immersive. For P5 it was chal-
lenging to concentrate on the soundscape due to the wind
during the study. A misaligned footstep sound playback
was perceived as disturbing. P6 repeated the perceived ef-
fect of focusing as in the Beach soundscape. For P4, the
footstep sound increased the presence and the previously
decreased footstep volume made it more realistic. P13 re-
marked that “the step sound was too beautiful to be realis-
tic.”. For P10, P14 and P15 the step volume was perceived
as too loud and had to be adjusted. P12 stated that he im-
mersed more in the soundscape by looking at the trees on
the side of the road. Similarly, P3 reported that he focused
more on his visual perception.

The soundscape Mountain was perceived very differ-
ently among the participants. P3 imagined towalk in a for-
est on puddles which was less pleasant to him. P7 inter-
pretedwind sounds as oceanwaves and found the footstep
volume too loud, which was readjusted in consequence.
P10 found himself in a primeval forest with a screaming
parrot. During the interview, whenmentioning thewalked
stony path, he noticed that the soundscape fits better to
a mountain after all. P11 could not distinguish whether
the wind noise was coming from cars on the road or the
soundscape. P14 found the footstep sounds less synchro-
nized with his gait. In contrast, P1 liked the quiet sounds.
Although he perceived the soundscape as less immersive,
he favored the footstep sound. Similarly, P15 mentioned

“I could almost feel the surface structure of the ground.”.
P2 favoured the empty, quiet soundscape. The footsteps
on the dry path and the wind were perceived as very re-
laxing. Readjusting the footstep sounds was remarked as
more pleasant for P13. P12 associated the footsteps with
a swamp. He remarked that in his bear-foot shoes he felt
on the side way with the footstep sounds like he would
“step into something.”. Thus, he decided to shortly walk on
a small grass field beside the road which was more pleas-
ant to him. P6 used the quiet soundscape to focus on his
gait while walking. Most interestingly P16 smiled and said
“I felt takenback tomy childhood. The soundscapematched
the place where I grew up. I walked again on the stony path
next to corn fields and a forest on the other side.”. Further
he continued “Without the footstep sounds I couldn’t have
immersed myself back.”.

6.2 Storytelling andWarning Sounds

On the story path back to the starting point warning
sounds were interpreted correctly, but none of the partic-
ipants really integrated the approaching vehicles in their
imagined story. P1 found the composition made of Beach,
Forest, Mountain like a short walk through Japan. Begin-
ning from the sea he walked up to the mountains. He re-
marked the Ship Horn as very appropriate to catch his at-
tention. P2 interpreted the ship as a train and could not
imagine where it was coming from in the Beach sound-
scape story. The windy weather on this day contributed
to immersing into the entire story. Although the Bicycle
Bellwas easy to interpret in theMountain soundscape, the
participant was less aware of the traffic and instead felt
more relaxed. P2 also stated “I would like to have control
when warning sounds are played. When a bicycle was ap-
proaching in front of me I could already see it.”. P3 has per-
ceived the story of a plane crash on a lonely island. He
remarked that the Woodpecker sound was less dominant
and not appropriate for warnings. He watched the traffic
but mentioned that he could also immerse into the story.
Similarly, P4 stranded on a lonely island. P5 made a travel
around Europe starting from the Northsea to the Alps. P6
wandered to a river source and completely forgot the study
situation. The crossfade of the soundscapes was remarked
as “extremely convincing.”. P7 felt teleported through dif-
ferent worlds and almost forgot the city environment. The
Woodpecker warning soundwas remarked as “surprisingly
suitable and fitting into the soundscape.”. P8 found the Bi-
cycle Bell funny and surprising. It fitted well into the over-
all reality. P9 made a relaxing day on the beach and went
back home in the mountains. Similarly, P10 imagined a
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tropical island and returned to the resort. He even felt that
he could concentrate better on the traffic. P11 felt remem-
bered of a full vacation. P12 made a walk tomountains but
had the feelinghe could concentrate less on the traffic. P13,
P14 and P16 made similar walks. P15 stranded after ship-
wreck on a lonely island in search for food. The warning
sounds did notmatch his story, whichmade him feel taken
out of his story.

6.3 Navigation

Participants were asked how synchronous they perceive
the footstep sounds now after using the technology for a
while. In 8 cases (P1, P2, P6, P12, P13, P14, P15 andP16) par-
ticipants remarked that the step sound is now more syn-
chronous as it was in the beginning. P5 was the only one
who still perceived the footstep sounds as asynchronous
with slight improvements. P3, P7 and P14 were impressed
about the synchronous footstep feedback. P8 commented
that the synchronicity of the footsteps depends on the
sound and its dynamics. P16 remarked that he had to get
used to the footstep sounds in the first five minutes of the
study. Afterwards, he perceived the sounds and his foot-
steps as part of the soundscapes. The intended naviga-
tion path was walked by two people without taking the
wrong path. Eleven participants stated that they instantly
understood the footstep feedback on the wrong path and
changed the direction immediately. P12 commented that
this kind of feedback has a “binary fashion” meaning that
when there are more than two possible directions, he had
to try the other paths. P13 and P16 alsomentioned that. P11
would like to hear the feedback left or right to identify the

right way.When P2 tried the directions she felt watched by
strangers.

6.4 Asynchronous Footstep Playback

In 14 cases, people noticed the faster footstep playback.
P5 found the step sounds to be asynchronous over the en-
tire study and couldn’t identify any changes. P8 could also
not perceive any differences although he previously found
the step sound to bemostly synchronous. Five participants
perceived the faster feedback as stressing, five felt pushed
by the footstep sounds and four remarked the feedback as
unpleasant. P14 mentioned a feeling of walking beside a
person or dog. P16 noticed that he started to walk faster
and then decided to slow down his pace. P15 walked his
own pace but felt like walking faster.

In contrast, nine participants found no difference
when the footstep sounds were played slower. Again, P5
didn’t perceived any differences. P10 and P11 thought the
slower pace might be an imagination. Five participants
(P1, P2, P3, P4, P11) found the slower pace to be relaxing
or pleasant. Four participants (P2, P9, P11, P13) reported
an urge to slow their pace. P14 again reported the feeling
of walking beside another person. He also perceived the
walked surface as muddy. P2 was persuaded by the foot-
step sounds and stated afterwards: “When I noticed the
slower footstep rhythm I realized that I really walk too fast
and should slow down myself to be more relaxed.”.

In Figure 5 the influence of the playback is visualized.
A Mann-Kendall test was performed for each study part.
We could not identify a significant trend when footsteps
were played faster (p = 0.79, z = 0.27, τ = −0.04, s =

Figure 5: Footstep playback delay vs. step duration: A negative delay corresponds to a faster walking speed. The dashed line visualises the
significant trend found by a Mann-Kendall test. By decreasing the step duration we could not identify trends.
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−17.0).When footstep soundswere played slower, aMann-
Kendall Test identified a significant increasing trend of the
step durations (p = 0.0072, z = 2.69, τ = 0.34, s = 0.0007).
From the Figure 5, the trends can also be identified.

7 Discussion

Soundscapes do not necessarily have to compose a rich
sound environment to be perceived as pleasant. In our on-
line survey the Jungle soundscape, which has the highest
variety of sounds and reverb effects, was not rated higher
than the Forest soundscape. We nevertheless assume that
the preferences are user-dependent. However, the partic-
ipants of the in-situ study stated to incorporate their vi-
sual impressions into the played soundscapes. For exam-
ple, trees on the sideof the roadwerewoven into the acous-
tic forest and restaurantswere integrated into an imagined
walk down a beach promenade. To improve the overall ex-
perience, the selection of a soundscape could be based
on visual impressions of the walked paths. Such “auditory
anchors” may be stores and restaurants along the way or
particular landmarks, which could be retrieved from map
data.

From the moment at which step sounds were played,
the environmentwas experienced as richer andmore com-
pelling. Augmented footstep sounds added a new qual-
ity to the experience. For instance, participants perceived
the acoustic forest as more realistic when they heard the
sound of their own footsteps on dry leaves; and P16 imag-
ined to be back to a specific place of his childhood in the
Mountain soundscape. In our interviewsparticipantsmen-
tioned the word focused (on steps and breath) when aug-
mented step sounds were played. Therefore, we wanted to
find out whether the independent variables soundscapes
and footstep sounds have effects on the users’ step dura-
tion in the first study part. A Shapiro-Wilk test showed no
normal distribution of the step duration with augmented
footsteps in the soundscapes Beach andMountain. There-
fore, a Friedman test was performed that showed no sig-
nificant differences between the three soundscapes with
and without footstep augmentation regarding the step du-
ration (F(6, 16) = 5.86, p = 0.32 > 0.05). One rea-
son for this outcome may be that the participants had
to remain aware of their surroundings, e. g. to circum-
vent other pedestrians. However, this contradicts findings
from related work in lab studies in which the step length
and walking pace were both affected by different footstep
sounds [30, 97]. In addition to external influences, the foot-
step soundvolumewas sometimesperceived to be too loud

after initial attempts, although all sounds were normal-
ized and related work found no significant difference in
the preferred volume of soundscapes and footsteps [96].
Because a Shapiro-Wilk test confirmed a normal distribu-
tion of the volumes of soundscapes and footstep sounds
in each study part, we performed a t-test for each pair of
volumes. We found that each pair of soundscape volume
and footstep volume was significantly different (t(2, 16) =
13.95, p < 0.001). One-way ANOVAs were conducted to an-
alyze the volume change of the soundscape and footstep
sounds over the study tasks. The results revealed that once
footstep sound volume is set, there is no further signifi-
cant different change of the volume (F(8, 16) = 1.60, p =
0.14 > 0.05). The same applies to the soundscape vol-
ume (F(8, 16) = 0.04, p = 0.99 > 0.05). We therefore con-
clude, in contrast to [96], that the footstep volume should
be adjusted below the soundscape volume. On average,
the footstep volume ( ̄vol = 42.52%; SD = 14.82%) was
set 17.4% below the soundscape volume ( ̄vol = 59.95%;
SD = 12.22%) for a pleasant experience. Although no other
significant differences were found, a Mann-Kendall test
found a significant decreasing trend for the footstep vol-
ume change over the study parts (p = 0.006 < 0.05, z =
2.75, τ = −0.16, s = −1332.0) while no trend on the sound-
scape volume change could be identified (p = 0.65 > 0.05,
z = 0.45, τ = −0.16, s = −0.03). Figure 6 depicts the volume
change of soundscapes and footsteps over the study.

Our participants reported that they perceived the foot-
step playback as more synchronous with their actual foot-
steps after having used the augmentation for a while. This
is most likely not only due to a learning effect, but also de-
pends on the volume of the step sounds. An asynchronous
step feedback was also experienced as walking next to a
person. According to P16, it took him 5minutes to get used
to the feedback and then he perceived the augmented foot-
step sounds as part of the soundscape. We conclude that a
highly accurate footstep synchronisation is not necessary
in the context of AAR. In the closing questionnaire the syn-
chronicity of the footstep sounds on a 5-point scale from
1 (fully asynchronous) to 5 (fully synchronous) has been
evaluated (M = 4.13, SD = 0.93). Ten participants of the in-
situ study rated the synchronicity as 4 (synchronous). Five
participants stated full synchronicity (P3, P6, P7, P11, P16)
and only P5 found the sounds to be fully asynchronous.
Also for P5, a delay of the step sounds led to an increase in
the step duration, according to a Mann-Kendall test (p =
0.04 < 0.05, z = 1.97, τ = 0.51, s = 23.0), although he no-
ticed no change in the rate of the footstep playback. Thus,
we infer that delayed footstep playback may serve as an
unobtrusive feedback method to slow pedestrians down.
In contrast, a faster playback was perceived as stressful
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Figure 6: Volume adjustment over the course of the study: While both sounds were adjusted equally in the beginning, participants repeat-
edly lowered the footstep volume (in yellow) from an average of 60% to 42.5%.

and pushing, whichmight be helpful in the context of run-
ning with the aim of holding a certain pace or to catch a
bus during a navigation tasks. We also evaluated whether
the participants were able to immerse themselves in the
soundscapes on a 5-point scale from 1 (no immersion) to
5 (full acoustic immersion) (M = 3.94, SD = 0.66). Three
participants totally agreed to have felt immersed into an-
other world (P2, P6, P11), nine agreed and only four were
neutral (P4, P8, P10, P13). Here we conclude that foot-
step augmentation contributes to immersing into audio-
augmented realities. Commonly used questionnaires that
measure immersion or presence [102] were not applied, as
augmented soundscapes fully preserve all visual stimuli of
reality and thus several items on standard questionnaires
do not apply [64]. Furthermore, the urban environment in
the in-situ study presented an uncontrolled setting, lead-
ing to confounds when trying to measure immersion. We
found that the participants combined external visual im-
pressions and evenwind sounds and their tactile and hap-
tic perception into a unified experience. Therefore, we felt
that interviewswould be amore appropriatemethod to as-
sess personal experiences of augmented soundscapes in
public places [18].

By telling the participants that they will hear an au-
ditory story, they were easily able to make up story lines
by themselves. Examples of stories they imagined were: a

walk in Japan, being on a vacation, stranding on an lonely
island, or even going back to their childhood. The audi-
tory soundscape inspired the imagination of fictional sto-
ries or the evocation of memories, whereby the sounds of
footsteps influence the imagination. Interestingly, none of
our participants talked about a story in the third person.
They were always referring to themselves as the main ac-
tor in the story, which suggests at least some degree of im-
mersion into the played soundscapes. Mostly the partic-
ipants imagined being surrounded by a natural environ-
ment without other people, which indicates that the par-
ticipantsmentally blockedout the crowdedurbanenviron-
ment. Man-madewarning sounds, like the bicycle bell and
the ship horn, were perceived as surprising and could not
be woven into their stories. Instead, those sounds brought
the participants out of the story to focus more on the sur-
rounding traffic. The woodpecker signal sound was a bet-
ter fit for the soundscape, but it may lead to important
warning signals being ignored. Hence, it seems more suit-
able for signalling a change of direction in a navigation
task rather than as a warning sound. The binary fashion
of the footstep feedback during the navigation task (stan-
dard sound when on the right track, wood sound when
on the wrong track) was found to be sufficient to signal
wrong walking directions. Although this simple naviga-
tion feedback was perceived as easy and intuitively under-
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standable, it does not provide sufficiently strong cues to
replace spatial audio navigation methods in terms of effi-
ciency [1, 41]. Thus, it should rather be used to deliver a
stop signal, e. g. at a red traffic light, or to indicate when
walking in the wrong direction. In terms of walking med-
itation, an audio augmented reality using footstep feed-
back can offer a new dimension of meditation. Individu-
als reported feeling more focused on their own steps and
breathwith footstep feedback. In addition, an AAR should
not be considered as a replacement for walking medita-
tion in urban soundscapes but as one potential element of
a meditation method [40]. Further research is required to
compare the effect of our approach on walkingmeditation
and the effect of AARwithout augmented footstep sounds.

In comparison to McGill et al. [64], our research con-
firms some of their results. Auditory displays can weave
into the overall perceived environment. However, the vi-
sual influences and footstep sounds have an additional
impact on how real an audio augmented reality is per-
ceived. Embedded warning sounds can restore a certain
perceived sense of safety with ANC headphones to make
the user aware of their surroundings. Likewise, footstep
sounds can be used to intuitively, instantly and partly
unconsciously convey simple cues. This makes footstep
sounds suitable to not overload an auditory display. How-
ever, our results show that these sounds require a short pe-
riod of familiarization to be perceived as part of the over-
all reality. In addition, the footstep volume needs to be ad-
justed below the background soundscape volume to pro-
vide a more realistic experience, and faster step feedback
should be avoided as it was perceived as stressful.

8 Conclusion

This paper presented the results of an online survey and
a subsequent in-situ field study on augmenting footstep
sounds in audio-augmented realities. The field study took
place in an urban environment. The soundscapes (Forest,
Beach, andMountain) and footstep sounds (Leaves, Sand,
and Gravel) that received the highest ratings in the online
survey were investigated in detail regarding their effects
on the experience of pedestrians on a sidewalk. Audio was
played with noise-cancelling headphones and footsteps
were detected with the accelerometer of a mobile phone
worn in the trouser pocket.

We found that augmented footstep sounds contribute
to the experience of presence in acoustic environments.
Augmented footstep sounds create a link between acting
in the physical environment – performing the footsteps,

experiencing the haptic feedback, and visually perceiving
one’s movement in the urban space – and in the virtual
environment – hearing the virtual footstep sounds in the
context of the soundscape. So users act simultaneously in
thephysical and the virtualworld. It seems that the sounds
of the preferred soundscapes and of the augmented foot-
steps are sufficiently indeterminate that users are able to
integrate them with the other stimuli to a coherent whole.
Users seem to be able to concurrently allocate attention
to the auditory stimuli from the soundscape, the virtual
sounds created by their footsteps, and the visual stim-
uli from the physical environment. Here, the imaginations
were very different from person to person. When sound-
scapes are sequentially played, listeners are able to con-
nect them to form stories in urban environments, in which
they themselves act as the main characters. Soundscapes
can also evoke memories like vacations and these memo-
ries or imaginationsmay evenbe themain factor determin-
ing the level of immersion in quiet, acoustic compositions.

Adjusting the volume of footstep sounds was found
to be necessary for creating pleasurable, individual ex-
periences. Slightly delayed footstep playback showed a
significant impact on the step duration, making it possi-
ble to slow people down, while faster footstep playback
showed no impact on walking speed but led to users feel-
ing stressed and rushed. Slower footstep sounds were per-
ceived as relaxing and calming. Using footstep sounds for
navigation purposes can be intuitively understood, but is
limited in effectively conveying a sense of direction. How-
ever, changing the footstep sound can be used to indicate
the wrong direction, red traffic lights, or the right waywith
only two choices. Augmenting further sounds with spatial
audio in soundscapes, like approaching vehicles, can be
easily understood but should be introduced beforehand
for not beingmisunderstood. One advantage of audio-only
augmentation for public spaces is that visual stimuli are
fully preserved, so that possible harms only have to be aug-
mented if out of sight of the user.

The underlying algorithm for real-time footstep play-
back was found to be mostly accurate in the study, but
could be adapted to each user to improve the reliability of
the acoustic immersion. One advantage of the approach is
that it can be implemented and used on any smartphone
without additional equipment. EnvironZen is freely avail-
able at GitHub2 and open-sourced for future research. As
people need to continue to pay attention to events in the
physical environment, safety is an important issue to be
further explored in the future.

2 https://github.com/M-Schrapel/EnvironZen

https://github.com/M-Schrapel/EnvironZen
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