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1 Second Order Linear Differential Equations

Last Time: We studied exact equations, which were our lgs bf first order differential equations
and the method for solving them. Now we start Chapter 3: See€@mder Linear Equations.

1.1 Basic Concepts

The example of a second order equation which we have seen timaeay before is Newton’s
Second Law when expressed in terms of positi@n is

d’s

My = F(t, s, s) (1)

One of the most basic 2nd order equationg”is= —y. By inspection, we might notice that
this has two obvious nonzero solutions(t) = cos(t) andy,(t) = sin(¢). But consided cos(t) —
2sin(t)? This is also a solution. Anything of the forit) = ¢; cos(t) 4 ¢z sin(t), wherec; andce,
are arbitrary constants. Every solution if no conditiors@resent has this form.

Example 1. Find all of the solutions tg” = 9y

We need a function whose second derivative is 9 times theénatiunction. What function
comes back to itself without a sign change after two derreaf? Always think of the exponential
function when situations like this arise. Two possible siohs arey, () = ¢ andy,(t) = e~
In fact so are any combination of the two. This is the prinkiplalinear superposition. So
y(t) = c1e¥ + coe3 are infinitely many solutions.

EXERCISE: Check thay; (t) = €* andy,(t) = e3" are solutions tg/" = 9y.
The general form of a second order linear differential eiguas
p)y" +a@)y +r(t)y = g(t). ()

We call the equatiohomogeneousf ¢(¢) = 0 andnonhomogeneousf ¢(t) # 0.
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Theorem 2. (Principle of Superpositionlf 3, (¢) and y»(t) are solutionsto a second order linear
homogeneous differential equation, then so is any linear combination

y(t) = cryi(t) + caya(t). (3

This follows from the homogeneity and the fact that a derveais a linear operator. So given
any two solutions to a homogeneous equation we can find ielffmtore by combining them. The
main goal is to be able to write down a general solution to gelifitial equation, so that with
some initial conditions we could uniquely solve an IVP. Wentvto find y; (t) andy.(t) so that
the general solution to the differential equationy(s) = c1y1(t) + c2y2(t). By different we mean
solutions which are not constant multiples of each other.

Now reconsidey” = —y. We found two different solutiong, (¢) = cos(t) andy(t) = sin(t)
and any solution to this equation can be written as a linearboeation of these two solutions,
y(t) = ¢y cos(t) + cosin(t). Since we have two constants and a 2nd order equation we weed t
initial conditions to find a particular solution. We are geaily given these conditions in the form
of y andy’ defined at a particulay. So a typical problem might look like

Py +a@)y +rt)y =0, y'(t) =vo, y(to) = o (4)
Example 3. Find a particular solution to the initial value problem
y'+y=0, y(0)=2, ¢(0)=-1 (5)
We have established the general solution to this equation is
y(t) = ¢ cos(t) + o sin(t) (6)
To apply the initial conditions, we’ll need to know the dexttive
y'(t) = —cy sin(t) + ¢y cos(t) (7)

Plugging in the initial conditions yields

2 = C1 (8)
-1 = o 9)

so the particular solution is
y(t) = 2cos(t) — sin(t). (10)

Sometimes when applying initial conditions we will have tdve a system of equations, other
times it is as easy as the previous example.



1.2 Homogeneous Equations With Constant Coefficients

We will start with the easiest class of second order lineandgeneous equations, where the coef-
ficientsp(t), ¢(t), andr(t) are constants. The equation will have the form

ay’ + by +c=0. (11)

How do we find solutions to this equation? From calculus wefaha function that is linked to
its derivatives by a multiplicative constant;t) = ¢"*. Now that we have a candidate plug it into
the differential equation. First calculate the derivagiyét) = re andy”(t) = r2e".

a(r?e™) + b(re™) +ce” = 0 (12)
e(ar® +br+c) = 0 (13)

What can we conclude? if(t) = ¢" is a solution to the differential equation, thei(ar? + br +
¢) = 0. Sincee™ # 0, theny(t) = " will solve the differential equation as long ass a solution
to

ar® +br +c = 0. (14)

This equation is called theharacteristic equationfor ay” + by’ + ¢ = 0.

Thus, to find a solution to a linear second order homogenemsant coefficient equation, we
begin by writing down the characteristic equation. Then we fhe roots-; andr, (not necessarily
distinct or real). So we have the solutions

yi(t) = et yp(t) = et (15)

Of course, it is also possible these are the same, since wd hrage a repeated root. We will see
in a future section how to handle these. In fact, we have ttases.

Example 4. Find two solutions to the differential equatigti — 9y = 0 (Example 1). The charac-
teristic equation is? — 9 = 0, and this has roots = +3. So we have two solutiong (t) = %
andy,(t) = =3, which agree with what we found earlier.

The three cases are the same as the three possibilitiepts ¢y roots of quadratic equations:
(1) Real, distinct roots; # rs.
(2) Complex roots, r, = « + [i.
(3) Arepeated real root, = r, = r.
We'll look at each case more closely in the lectures to come.
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