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Abstract

This case study discusses the interpolation of minimum-jerk robot joint trajectories through an arbitrary number of knots using a hard-wired neural network. Minimum-jerk joint trajectories are desirable for their similarity to human joint movements and their amenability to accurate tracking. The resultant trajectories are numerical functions of time. The interpolation problem is formulated as a constrained quadratic minimization problem over a continuous joint angle domain and a discrete time domain. Time is discretized according to the robot controller rate. The outputs of the neural network specify the joint angles (one neuron for each discrete value of time) and the Lagrange multipliers (one neuron for each trajectory constraint). An annealing method is used to prevent the network from getting stuck in a local minimum. We show via simulation that this trajectory planning method can be used to improve the performance of other trajectory optimization schemes.

G2.5.1 Project overview

G2.5.1.1 Robot trajectory planning

The industrial robot is a highly nonlinear, coupled multivariable system with nonlinear constraints. For this reason, robot control algorithms are often divided into two stages: path planning and path tracking (Craig 1989). Path planning is often done without much consideration for the robot dynamics, and with simplified constraints. This reduces the computational expense of the path planning algorithm. The output of the path planning algorithm is then input to a path tracking algorithm.

There are algorithms for the robot control problem which do not separate path planning and path tracking. These algorithms take source and destination Cartesian points as inputs, and determine optimal joint torques. Shiller and Dubowsky (1989) provide a concise review of such algorithms. While such methods are attractive in that they provide optimal solutions to some robot control problems, they result in impractically complicated algorithms and a large computational expense. A simpler approach to the robot control problem is to generate a suboptimal joint trajectory, and then track the trajectory with a controller. This approach ignores most of the dynamics of the robot. So the resultant trajectories do not take full advantage of the robot’s capabilities, but are computationally much easier to obtain. In this approach, a number of knot points are chosen along the desired Cartesian path. The number of knots chosen is a tradeoff between exactness and computational expense. The Cartesian knots are then mapped into joint knots using inverse kinematics. Finally, for each robot joint, an analytic interpolating curve is fit to the joint knots. Some of the initial and final derivatives of the curve are constrained to zero so as to ensure that the robot begins and ends its motion smoothly. ‘Smoothness’ is a concept which combines the ideas of derivative continuity and derivative magnitudes.

The most popular type of interpolation is algebraic splines (Lin and Chang 1983, Lin et al 1983, Thompson and Patel 1987). Higher-order splines result in continuity of higher-order derivatives, which reduces wear and tear on the robot (Craig 1989) but this is at the expense of large oscillations of the
trajectory. Trigonometric splines can be used to provide a less oscillatory interpolating curve (Simon and Isik 1993).

**G2.5.1.2 Motivation for a neural solution**

Consider a sequence of knots through which an interpolating curve is required to pass. A human could create an interpolating curve, but in a different way than a computer algorithm would. Computer algorithms can calculate analytic functions which pass through given knots. A human can draw a smooth curve through a given set of knots, but without performing any mathematical calculations. In contrast with the computer algorithm, the interpolating curve drawn by the human would not be an analytic function of time. In addition, the human would not satisfy the constraints exactly, but only approximately. For example, if the human was requested to maintain a zero slope at the endpoints, the resulting slope would not be zero, but would be very small. Such a result would be satisfactory for most robot path planning applications. These facts indicate that an artificial neural network may be able to do well at interpolation.

Of course, artificial neural networks are still quite far from any biological neural networks. Further motivation for seeking a neural solution to the robot trajectory optimization problem is obtained from the possibility of implementation in parallel hardware. This would give the advantage of quick solutions to large problems which would not otherwise be practical using more conventional optimization methods.

The robot path planning problem can be viewed as an optimization problem: given a desired set of knots and endpoint constraints, find the "best" interpolating curve such that the knot errors and endpoint derivatives are not too 'large'. Several researchers have solved continuous optimization problems using neural networks (Zhao and Mendel 1988, Jeffrey and Rosner 1986a, b, Jang et al 1988). Platt and Barr (1988) formulate a neural network which can calculate a minimum of a general function subject to inequality or equality constraints. Their network has the important property of local stability for the problem considered in this section. Due to its stability and generality, this is the network which is used to determine a minimum-jerk robot joint path through a given set of knots.

In order to plan an optimal robot trajectory, the measure of optimality must be defined. Human arm movements satisfy some optimality criterion, and this would seem to be a desirable criterion to adopt when planning trajectories for robot arms. Flash and Hogan (1985) suggest that human arm movements minimize a measure of Cartesian jerk, while Flanagan and Ostry (1990) present evidence that a function of joint jerk is minimized. Uno et al (1989) and Kawato et al (1990) argue that the objective function is a measure of the derivative of the joint torques, and propose a neural network to learn such a trajectory. In this section, a joint jerk objective function is used. While this choice ignores the dynamics of the robot, it reduces the error of the path tracker (Kyriakopoulos and Saridis 1988) and thus is suitable for robotics applications.

**G2.5.2 Design process**

**G2.5.2.1 Topology**

Platt and Barr (1988) formulate a neural network which can be used for constrained minimization. Their algorithm, along with some straightforward extensions, is summarized in the following paragraphs.

Consider the following constrained minimization problem:

\[ \min f(x) \quad \text{subject to} \quad g(x) = 0 \]  
\[ \text{(G2.5.1)} \]

where \( f(\cdot) \) is a scalar functional, \( x \) is an \( n \)-vector of independent variables, and \( g(\cdot) \) is a vector-valued function mapping \( \mathbb{R}^n \rightarrow \mathbb{R}^m \).

Lagrange multipliers can be used to convert the constrained problem of (G2.5.1) into the following unconstrained problem:

\[ \min [ f(x) + \lambda^T g(x) ] \]  
\[ \text{(G2.5.2)} \]

where \( \lambda \) is an \( m \)-vector of Lagrange multipliers associated with the constraints \( g(\cdot) \). A necessary condition for the solution of (G2.5.2) is

\[ \frac{\partial f}{\partial x} + \lambda^T \frac{\partial g}{\partial x} = 0. \]  
\[ \text{(G2.5.3)} \]
Now consider a neural network with dynamics of the form

\[
\dot{x}_i = -\frac{\partial f}{\partial x_i} - \sum_{a=1}^{m} \left( \lambda_a + c_a g_a \right) \frac{\partial g_a}{\partial x_i} \quad (i = 1, \ldots, n) \tag{G2.5.4}
\]
\[
\dot{\lambda}_j = c_j g_j \quad (j = 1, \ldots, m)
\]

where \(c\) is an \(m\)-vector of constants. Assume that the constraints \(g(\cdot)\) of the original problem (G2.5.1) are linear functions of \(x\). Then differentiating \(\dot{x}_i\) in (G2.5.4) gives

\[
\ddot{x}_i + \sum_{j=1}^{n} \frac{\partial^2 f}{\partial x_i \partial x_j} \ddot{x}_j + \sum_{a=1}^{m} c_a \left( g_a + \sum_{j=1}^{n} \frac{\partial g_a}{\partial x_j} \dot{x}_j \right) \frac{\partial g_a}{\partial x_i} = 0. \tag{G2.5.5}
\]

Now consider the candidate Lyapunov energy function

\[
E = \frac{1}{2} \sum_{i=1}^{n} \dot{x}_i^2 + \frac{1}{2} \sum_{a=1}^{m} c_a g_a^2. \tag{G2.5.6}
\]

The derivative of this energy function is a quadratic function

\[
\dot{E} = -x^T Ax. \tag{G2.5.7}
\]

It has been shown in the literature (Piatt and Barr 1988, Arrow et al. 1958) that there exists a finite vector \(c\) such that matrix \(A\) is positive definite at the constrained minima of (G2.5.1). If \(A\) is continuous, then it is positive definite in some region surrounding each constrained minimum. Therefore, if the dynamic system defined by (G2.5.4) begins in that region and remains in that region, the system will settle into the zero-energy state where

\[
\dot{x} = 0 \tag{G2.5.8}
\]
\[
g(x) = 0. \tag{G2.5.9}
\]

Now \(g(x) = 0\) implies that the original constraints are satisfied, and \(\dot{x} = 0\) implies (G2.5.4) that

\[
\frac{\partial f}{\partial x_i} + \sum_{a=1}^{m} \left( \lambda_a + c_a g_a \right) \frac{\partial g_a}{\partial x_i} = 0 \tag{G2.5.10}
\]

which satisfies the necessary conditions for a local minimum of the original constrained problem (G2.5.3).

To sum up, equation (G2.5.4), with an appropriately chosen \(c\), converges to a solution of the original constrained minimization problem of (G2.5.1). Equation (G2.5.4) is in the form of first-order differential equations, which implies that it could be implemented in parallel hardware to yield a very quick solution.

### G2.5.2.2 Development details

When interpolating the path of a robot joint between a set of joint space knots, it is desirable to obtain as smooth a solution as possible. This results in an appearance of coordination (Flanagan and Ostry 1990), reduces wear on the robot joints and prevents the excitation of resonances (Craig 1989), and improves the accuracy of the path tracker (Kyriakopoulos and Saridis 1988). Therefore, in robot trajectory generation, the interpolation problem for each joint can be stated as follows.

Given a set of \(L\) knots for a robot joint, determine a function \(\theta(t)\) which

- is as 'smooth' as possible
- has 'small' errors at the knots
- has 'small' derivatives at the endpoints.

Smoothness can be defined as the integral of the square of the jerk of the position trajectory (Flanagan and Ostry 1990). In order for the robot joint to start and stop its motion in a smooth manner, the first three derivatives at the endpoints should be small. If the path length is \(T\), and the desired knot angles
are \( \theta(t_j) = \phi_j \) \((j = 1, \ldots, L)\), then the optimization problem for each joint can be written as

\[
\min \int_0^T [\theta''(t)]^2 \, dt \quad \text{(G2.5.11)}
\]

subject to
\[
\begin{align*}
\theta(t_j) &= \phi_j \quad (j = 1, \ldots, L) \\
\theta'(0) &= 0 \\
\theta'(T) &= 0 \\
\theta''(0) &= 0 \\
\theta''(T) &= 0 \\
\theta'''(0) &= 0 \\
\theta'''(T) &= 0.
\end{align*}
\]

If the \( L \) knots are equally spaced in time, then the knot times \( t_i \) satisfy

\[
t_i = (i - 1)T/(L - 1) \quad (i = 1, \ldots, L). \quad \text{(G2.5.12)}
\]

The joint trajectory at the endpoints is exactly constrained. That is, the joint angles at \( t = 0 \) and \( t = T \) are fixed constants. But the joint angles at the interior knot times are not truly equality constraints; the interior knot angles are more like centers of tolerance near which the joint trajectory is required to pass. Also, the first three endpoint derivatives do not need to be exact zero. As long as they are very small, the robot motion will begin and end smoothly. Therefore, the constraints \( \theta(t_1) = \phi_1 \) and \( \theta(t_L) = \phi_L \) can be considered ‘hard’ constraints, while the remaining \((L + 4)\) constraints in (G2.5.11) can be considered ‘soft’ constraints.

Since the joint trajectory is input to the path tracker at discrete values of time, the trajectory does not need to be a continuous function of time. It can be a discrete set of joint angles, defined only at times \( kh \) \((k = 0, 1, \ldots, N)\) where \( h \) is the sample period of the path tracker (typically on the order of 0.01 s), and \( Nh \) is the length of the trajectory.

The angle \( \phi_I \) is input to the path tracker every \( h \) s, starting at \( t = 0 \) and ending at \( t = T \). There are exactly \( M \) discrete times per knot, so each knot angle is separated from its neighboring knots by \( Mh \) s. Thus, the path length \( T \) satisfies

\[
T = M(L - 1)h. \quad \text{(G2.5.13)}
\]

Also, from \( t = 0 \) to \( t = T \), there are exactly \( N + 1 \) discrete time steps. Thus, the number of discrete time steps satisfies

\[
N + 1 = M(L - 1) + 1. \quad \text{(G2.5.14)}
\]

These relationships are depicted graphically in figure G2.5.1.

- **knot angles** — \( \phi_1 \) \quad \phi_2 \quad \ldots \quad \phi_L \\
- **angles input to path tracker** — \( \theta_0 \) \quad \theta_1 \quad \ldots \quad \theta_M \quad \ldots \quad \theta_{M(L-1)=N} \\
- **time** — \( t = 0 \) \quad t = Mh \quad t = M(L - 1)h = T

**Figure G2.5.1.** Relationships between network variables.

So the optimization problem of (G2.5.11) can be discretized (using the the trapezoidal integration rule) into the following problem:

\[
\min \left[ \frac{1}{2} (\theta_0'')^2 + \sum_{i=1}^{N-1} (\theta_i''')^2 + \frac{1}{2} (\theta_N''')^2 \right] \quad \text{(G2.5.15)}
\]
subject to \[ \theta_{M(j-1)} = \phi_j \quad (j = 1, \ldots, L) \]
\[ \theta_0' = 0 \]
\[ \theta_1' = 0 \]
\[ \theta_N' = 0 \]
\[ \theta_0'' = 0 \]
\[ \theta_1'' = 0 \]
\[ \theta_N'' = 0 \]
\[ \theta_0'''' = 0 \]
\[ \theta_1'''' = 0 \]

where \( \theta_0 = \phi_1 \) and \( \theta_{M(L-1)} = \phi_L \) are hard constraints, and the rest of the constraints are soft.

Since the values of \( \theta_0 \) and \( \theta_N \) are hard constraints, they can be considered constants. Then the independent variables of the optimization problem are \( \theta_i \) (\( i = 1, \ldots, N - 1 \)). Note that since we are constraining \( \theta_0'' \) and \( \theta_N'' \) to zero, they can be omitted from the objective function of (G2.5.15). Then, using finite-difference expressions for the first three derivatives of \( \theta(t) \), the optimization problem of (G2.5.15) can be converted into the equivalent problem

\[
\text{min} \sum_{i=1}^{N-1} (-\theta_{i-2} + 2\theta_{i-1} - 2\theta_{i+1} + \theta_{i+2})^2 \quad \text{(G2.5.16)}
\]

subject to \[ \theta_{M(j-1)} = \phi_j \quad (j = 2, \ldots, L - 1) \]
\[ \theta_1 = \phi_1 \]
\[ \theta_2 = \phi_1 \]
\[ \theta_{N-2} = \phi_L \]
\[ \theta_{N-1} = \phi_L \]

where we have defined \( \theta_{-1} = \theta_0 \) and \( \theta_{N+1} = \theta_N \). Now (G2.5.16) can be written as

\[
\text{min}(\theta^T A \theta + b^T \theta) \text{ subject to } g(\theta) = 0 \quad \text{(G2.5.17)}
\]

where \( \theta = [\theta_1 \ldots \theta_{N-1}]^T \), \( g(\theta) \) is the \((L + 2)\)-element constraint vector defined by (G2.5.16), and \( A \) and \( b \) are, respectively, an \((n - 1) \times (n - 1)\) matrix and an \((n - 1)\)-vector. Matrix \( A \) is a positive semidefinite matrix of bandwidth 4 (Golub and Van Loan 1989) whose diagonal and first through fourth upper and lower diagonals are given as follows:

\[
\text{diagonal} = (5 \phantom{0} 9 \phantom{0} 10 \phantom{0} 10 \phantom{0} 10 \phantom{0} 9 \phantom{0} 5) \\
\text{first upper and lower diagonal} = (-2 \phantom{0} -4 \phantom{0} -4 \phantom{0} \ldots \phantom{0} -4 \phantom{0} -4 \phantom{0} -2) \\
\text{second upper and lower diagonal} = (-4 \phantom{0} -4 \phantom{0} \ldots \phantom{0} -4 \phantom{0} -4 \phantom{0} -4) \quad \text{(G2.5.18)} \\
\text{third upper and lower diagonal} = (4 \phantom{0} 4 \phantom{0} \ldots \phantom{0} 4 \phantom{0} 4) \\
\text{fourth upper and lower diagonal} = (-1 \phantom{0} -1 \phantom{0} \ldots \phantom{0} -1 \phantom{0} -1).
\]

Vector \( b \) is given by

\[
b = (-4\phi_1 \phantom{0} -4\phi_1 \phantom{0} 6\phi_1 \phantom{0} -2\phi_1 \phantom{0} 0 \phantom{0} \ldots \phantom{0} 0 \phantom{0} 0 \phantom{0} -2\phi_L \phantom{0} 6\phi_L \phantom{0} -4\phi_L \phantom{0} -4\phi_L)^T. \quad \text{(G2.5.19)}
\]

According to the results given by (G2.5.4), (G2.5.17) is solved by the dynamic system

\[
\dot{\theta} = -2A\theta - b - \frac{\partial g}{\partial \theta}(\lambda + c \circ g) \quad \text{(G2.5.20)}
\]

where \( c \circ g \) is the \((L + 2)\)-vector Hadamard product of \( c \) and \( g \) whose \( i \)th element is given by \( c_i g_i \). The element in the \( i \)th row and \( j \)th column of \( \partial g / \partial \theta \) is given by \( \partial g_j / \partial \theta_i \).

If matrix \( A \) were positive definite, we could set \( c \) equal to the zero vector and still be guaranteed convergence. However, if \( A \) is only positive semidefinite, we need to use a nonzero \( c \). Even if \( A \) is positive definite, a nonzero \( c \) will improve the convergence properties of the neural network.

Note that the neural net may converge to a local minimum rather than a global minimum. Some sort of simulated annealing technique can be used in conjunction with the network (Jeffrey and Rosner 1986a, b). This idea results in the long computational time characteristic of annealing, but it also enables the network to find the best solution among many local minima.
The annealing-type method which is suggested is as follows. Once the network converges to a local minimum, the network state is perturbed in a random direction and by a random magnitude. Then the network dynamics are reactivated, and another local minimum is found. During this process, the algorithm keeps track of the best solution. After a predetermined number of local minima are found, the algorithm terminates and the solution with the lowest energy is accepted as the best solution.

G2.5.3 Comparison with other methods of robot trajectory planning

Two methods were used to generate minimum-jerk robot joint trajectories: a minimum-jerk trigonometric spline method was used by Simon and Isik (1993), and the neural network proposed above was used. The trigonometric spline method is analytical and was coded using MATLAB on a Sun-4 workstation. The neural network is a numerical method and was simulated on a Sun-4 workstation in the C programming language. The neural net dynamics were integrated using a basic fourth-order Runge–Kutta method with an integration step size of 5 ms.

Six multiple-knot, 35-second joint trajectories were calculated using the trigonometric spline method and the simulated neural network. Each joint trajectory has eight evenly spaced knots, corresponding to the examples given in previous work (Lin et al 1983, Thompson and Patel 1987).

Plots of the six neural-network-based trajectories which pass through the six sets of knots are given by Simon (1993). The trajectory corresponding to joint 2 (a typical example) is reproduced here in figure G2.5.2. The initial state of the neural nets consisted of the minimum-jerk trigonometric trajectories (Simon and Isik 1993). A was initialized to the zero vector, and c was a vector in which each element was 1. Note from figure G2.5.2 that the neural-network-based trajectory does not pass exactly through the knots. The neural network trajectories have small nonzero derivatives at the endpoints. The trigonometric splines have zero velocity, acceleration and jerk at the endpoints, and pass exactly through the knots.

Table G2.5.1 shows the decrease of the jerk objective function due to the evolution of the network dynamics. It is seen that the use of the neural network for this typical example gives an average improvement of almost 20% in the objective function. Although we cannot quantify the result of this decrease at this point in time, we can state that two results are a corresponding decrease in the error of the path tracker, and robot arm movement which appears more smooth and coordinated.

![Graph showing joint trajectory for joint 2.](image)

**Figure G2.5.2.** Minimum-jerk trajectory for joint 2.

G2.5.4 Conclusions

Minimum-jerk joint trajectories have the properties of similarity to human joint movements (Flanagan and Ostry 1990) and amenability to tracking (Kyriakopoulos and Saridis 1988). This makes them attractive choices for robotics applications in spite of the fact that the dynamics are not taken into account.

In this section, the minimum-jerk joint trajectory formulation problem is posed as a constrained quadratic optimization problem. A hard-wired neural network is proposed to solve the problem numerically.
Table G2.5.1. Jerk objective function values.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Minimum jerk</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trigonometric</td>
<td>Neural net</td>
<td>Decrease (%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>127</td>
<td>106</td>
<td>16.5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>44</td>
<td>28</td>
<td>36.3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>558</td>
<td>462</td>
<td>17.2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>765</td>
<td>662</td>
<td>13.5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>252</td>
<td>206</td>
<td>18.3</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>38</td>
<td>33</td>
<td>13.2</td>
<td></td>
</tr>
<tr>
<td>Averages</td>
<td>297</td>
<td>250</td>
<td>19.2</td>
<td></td>
</tr>
</tbody>
</table>

The network may converge to a local minimum rather than the global minimum. The solution obtained by the network depends on the initial state of the network. An annealing-type technique is used in conjunction with the network to climb out of local minima and find the best among many solutions. This prevents the algorithm from being appropriate for real-time use, but significantly improves the quality of the final solution. The simulation results presented verify that the network can be successfully applied to robot trajectory generation.

The neural-network-generated trajectories pass near but not exactly through the specified knots. If it is important that the trajectory pass exactly through the knots, this method may not be suitable for joint interpolation. While this section has dealt specifically with minimum-jerk joint trajectories, there are no theoretical limitations to applying this method to other objective functions. More specifically, minimum-energy or minimum-torque-change trajectories could be generated with the network discussed in this section.
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