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Abstract — Interpolation of minimum jerk robot joint trajectories through an arbitrary number of knots is realized using a hardwired neural network. Minimum jerk joint trajectories are desirable for their similarity to human joint movements and their amenability to accurate tracking. The resultant trajectories are numerical rather than analytic functions of time. This application formulates the interpolation problem as a constrained quadratic minimization problem over a continuous joint angle domain and a discrete time domain. Time is discretized according to the robot controller rate. The neuron outputs define the joint angles (one neuron for each discrete value of time) and the Lagrange multipliers (one neuron for each trajectory constraint). An annealing-type method is used to prevent the network from getting stuck in a local minimum. This paper discusses the optimizing neural network and its application to robot path planning, presents some simulation results, and compares the neural network method with other minimum jerk trajectory planning methods.

The output of the path planning algorithm is then input to a path tracking algorithm.

There are algorithms for the robot control problem which do not separate path planning and path tracking. These algorithms take source and destination Cartesian points as inputs, and determine optimal joint torques. The details of the robot dynamics and constraints are taken into account at various levels of complexity. A concise review of such algorithms is given in [10]. While such methods are attractive in that they provide optimal solutions to some robot control problem, they result in impractically complicated algorithms and a large computational expense. For this reason, several researchers [12, 15] have simplified the problem as follows: given a desired path in Cartesian space, derive the optimum joint trajectories subject to the full dynamics and constraints. While this approach reduces the computational expense somewhat, the expense is still much too high for on-line implementation. Some researchers [11, 13] assume not that the path is specified, but that it has some known parameterized form. They then optimize the path parameters with respect to some objective function.

A simpler approach to the robot control problem is to generate a suboptimal joint trajectory, and then track the trajectory with a controller. This approach ignores most of the dynamics of the robot. So the resultant trajectories do not take full advantage of the robot’s capabilities, but are computationally much easier to obtain. In this approach, a number of knot points are chosen along the desired Cartesian path. The Cartesian knots are then mapped into joint knots using inverse kinematics. Finally, for each robot joint, an interpolating curve is fit to the joint knots. Some of the initial and final derivatives of the curve are constrained to zero so as to ensure that the robot begins and ends its motion smoothly. “Smoothness” is a concept which combines the ideas of derivative continuity and derivative magnitude. The interpolating curve provides the path tracker with joint angles and derivatives at the controller rate.

---

*I This work was performed while the author was with Syracuse University.
The most popular type of interpolation is algebraic splines [8, 16]. Higher order splines result in continuity of higher order derivatives, which reduces wear and tear on the robot [1], but this is at the expense of large oscillations of the trajectory. Trigonometric splines can be used to provide a less oscillatory interpolating curve [13].

B. Neural Networks Applied to Robot Path Planning

Neural networks have been applied to many fields of engineering, and the field of robotics is no exception [18, pp. 960–966]. This paper presents a new application of a hardwired optimization network to the problem of trajectory generation through a set of given knots.

Consider a sequence of knots through which an interpolating curve is desired to pass. A human could create an interpolating curve, but in a different way than a computer algorithm would. Computer algorithms can calculate analytic functions which pass through given knots. A human can draw a smooth curve through a given set of knots, but without performing any mathematical calculations. In contrast with the computer algorithm, the interpolating curve drawn by the human would not be an analytic function of time. In addition, the human would not satisfy the constraints exactly, but only approximately. Such a result would be satisfactory for most robot path planning applications. These facts indicate that an artificial neural network may be able to do well at interpolation.

The robot path planning problem can be viewed as an optimization problem. Given a desired set of knots and endpoint constraints, find the “best” interpolating curve such that the knot errors and endpoint derivatives are not too “large.” This problem is reduced in this paper to a constrained quadratic programming problem. Several researchers have solved quadratic optimization problems using neural networks [5, 19], but many of the networks make assumptions which limit the class of problems which can be solved. For instance, a norm of the weighting matrix of the objective function may be required to satisfy some inequality. Platt and Barr [9] formulate a neural network which can calculate a minimum of a general function subject to inequality or equality constraints. This is the network which is used in this paper to determine an optimal robot path through a given set of knots.

In order to plan an optimal robot trajectory, the measure of optimality must be defined. Human arm movements satisfy some optimality criterion, and this would seem to be a desirable criterion to adopt when planning trajectories for robot arms. Previous work [2, 3] suggests that human arm movements minimize a measure of Cartesian jerk or joint jerk. Others [6, 17] argue that the objective function is a measure of the derivative of the joint torques, and propose a neural network to learn such a trajectory. In this paper, a joint jerk objective function is used. While this choice ignores the dynamics of the robot, it reduces the error of the path tracker [7] and thus is suitable for robotics applications.

Pontryagin’s minimum principle has been used to analytically determine minimum joint jerk trajectories between two points subject to the constraints of zero velocity and acceleration at the endpoints [7]. The minimum Cartesian jerk trajectory between two points has also been derived [17]. But numerical methods must be used if more than two knots are given. This paper presents a method which is used to plan minimum joint jerk trajectories through an arbitrary number of knots.

II. Constrained Neural Network-Based Minimization

Platt and Barr [9] formulate a neural network which can be used for constrained minimization. Their algorithm, along with some straightforward extensions, is summarized in this section. Consider the following constrained minimization problem:

$$\min f(\vec{x}) \quad \text{subject to} \quad \vec{g}(\vec{x}) = 0 \quad (1)$$

where \(f(\cdot)\) is a scalar functional, \(\vec{x}\) is an \(n\)-vector of independent variables, and \(\vec{g}(\cdot)\) is a vector-valued function mapping \(\mathcal{R}^n \to \mathcal{R}^m\).

Lagrange multipliers can be used to convert the constrained problem of (1) to the following unconstrained problem:

$$\min [f(\vec{x}) + \vec{\lambda}^T \vec{g}(\vec{x})] \quad (2)$$

where \(\vec{\lambda}\) is an \(m\)-vector of Lagrange multipliers associated with the constraints \(\vec{g}(\cdot)\). A necessary condition for the solution of (2) is

$$\frac{\partial f}{\partial \vec{x}} + \vec{\lambda}^T \frac{\partial \vec{g}}{\partial \vec{x}} = 0. \quad (3)$$

Now consider a neural network with dynamics of the form

$$\dot{\vec{x}}_i = -\frac{\partial f}{\partial \vec{x}_i} - \sum_{a=1}^{m} (\lambda_a + c_a g_a) \frac{\partial g_a}{\partial \vec{x}_i} \quad (i = 1, \ldots, n) \quad (4)$$

$$\dot{\lambda}_j = c_j g_j \quad (j = 1, \ldots, m)$$

where \(\vec{c}\) is an \(m\)-vector of constants. Assume that the constraints \(\vec{g}(\cdot)\) of the original problem (1) are linear functions of \(\vec{x}\). Then differentiating \(\vec{x}_i\) in (4) gives

$$\dot{\vec{x}}_i + \sum_{j=1}^{n} \frac{\partial^2 f}{\partial \vec{x}_i \partial \vec{x}_j} \dot{\vec{x}}_j + \sum_{a=1}^{m} c_a \left( g_a + \sum_{j=1}^{n} \frac{\partial g_a}{\partial \vec{x}_j} \vec{x}_j \right) \frac{\partial g_a}{\partial \vec{x}_i} = 0. \quad (5)$$
Now consider the candidate Lyapunov energy function
\[
E = \frac{1}{2} \sum_{i=1}^{n} (\dot{z}_i)^2 + \frac{1}{2} \sum_{a=1}^{m} c_a g_a^2.
\] (6)

The derivative of this energy function is
\[
\dot{E} = \sum_{i=1}^{n} \left( \dot{z}_i \dot{z}_i + \sum_{a=1}^{m} c_a g_a \frac{\partial g_a}{\partial z_i} \right) = -\dot{z}^T \mathbf{A} \dot{z}
\] (7)

where the element in the \(i^{th}\) row and \(j^{th}\) column of matrix \(A\) is given by
\[
A_{i,j} = \frac{\partial^2 f}{\partial z_i \partial z_j} + \sum_{a=1}^{m} c_a \frac{\partial g_a}{\partial z_i} \frac{\partial g_a}{\partial z_j}.
\] (8)

It has been shown [9] that there exists a finite vector \(\dot{c}\) such that matrix \(A\) is positive definite at the constrained minima of (1). If \(A\) is continuous, then it is positive definite in some region surrounding each constrained minimum. Therefore if the dynamic system defined by (4) begins in that region and remains in that region, \(\dot{E}\) will remain less than zero unless \(\dot{z}_i = 0 \forall i\). The energy \(E\) will therefore achieve a minimum when \(\dot{z}_i = 0 \forall i\). But \(E\) is not at a minimum unless each of the constraints \(\dot{g}(\dot{z})\) are zero, since \(\dot{g}(\cdot)\) is linear. Therefore the system will settle into the zero-energy state where
\[
\dot{z} = 0 \quad \text{and} \quad \dot{g}(\dot{z}) = 0.
\] (9)

Now \(\dot{g}(\dot{z}) = 0\) implies that the original constraints are satisfied, and \(\dot{z} = 0\) implies (4) that
\[
\frac{\partial f}{\partial z_i} + \sum_{a=1}^{m} (\lambda_a + c_a g_a) \frac{\partial g_a}{\partial z_i} = 0
\] (11)

which satisfies the necessary conditions for a local minimum of the original constrained problem (see (3)). To sum up, (4), with an appropriately chosen \(\dot{c}\), converges to a solution of the original constrained minimization problem of (1). Equation (4) is in the form of a first-order differential equation, which implies that it can be implemented in parallel hardware to yield a very quick solution.

III. THE SOLUTION OF THE PATH PLANNING PROBLEM

When interpolating the path of a robot joint between a set of joint space knots, it is desirable to obtain as smooth a solution as possible. This results in an appearance of coordination [2], reduces wear on the robot joints and prevents the excitation of resonances [1], and improves the accuracy of the path tracker [7]. Therefore, in robot trajectory generation, the interpolation problem for each joint can be stated as follows.

Given a set of \(L\) knots for a robot joint, determine a function \(\theta(t)\) which

- is as "smooth" as possible;
- has "small" errors at the knots; and
- has "small" derivatives at the endpoints.

Smoothness can be defined as the integral of the square of the jerk of the position trajectory [2]. In order for the robot joint to start and stop its motion in a smooth manner, the first three derivatives at the endpoints should be small. If the path length is \(T\) seconds, and the desired knot angles are \(\theta(t_j) = \phi_j\) \((j = 1, \ldots, L)\), then the optimization problem for each joint can be written as
\[
\min \int_{0}^{T} [\theta''(t)]^2 dt
\] (12)

subject to \(\theta(t_j) = \phi_j\) \((j = 1, \ldots, L)\)
\[
\theta^{(r)}(0) = \theta^{(r)}(T) = 0 \quad (r = 1, 2, 3)
\]

If the \(L\) knots are equally spaced in time, then the knot times \(t_i\) satisfy
\[
t_i = (i - 1)T/(L - 1) \quad (i = 1, \ldots, L).
\] (13)

The joint trajectory at the endpoints is exactly constrained. That is, the joint angles at \(t = 0\) and \(t = T\) are fixed constants. But the joint angles at the interior knot times are not truly equality constraints; the interior knot angles are more like centers of tolerance near which the joint trajectory is required to pass. Also, the first three endpoint derivatives do not need to be exactly zero. As long as they are very small, the robot motion will begin and end smoothly. Therefore, the constraints \(\theta(t_1) = \phi_1\) and \(\theta(t_L) = \phi_L\) can be considered "hard" constraints, while the remaining \((L + 4)\) constraints in (12) can be considered "soft" constraints.

Since the joint trajectory is input to the path tracker at discrete values of time, the trajectory does not need to be a continuous function of time. It can be a discrete set of joint angles, defined only at times \(kh\) \((k = 0, 1, \ldots, N)\) where \(h\) is the sample period of the path tracker (typically...
on the order of 0.01 seconds), and $N \cdot h$ is the length of the trajectory.

The angle $\theta_i$ is input to the path tracker every $h$ seconds, starting at $t = 0$ and ending at $t = T$. There are exactly $M$ discrete times per knot, so each knot angle is separated from its neighboring knots by $M \cdot h$ seconds. Thus the path length $T$ satisfies

$$T = M(L - 1)h.$$  \hfill (14)

Also, from $t = 0$ to $t = T$, there are exactly $N + 1$ discrete time steps. Thus the number of discrete time steps satisfies

$$N + 1 = M(L - 1) + 1.$$  \hfill (15)

These relationships are depicted graphically in Fig. 1. So the optimization problem of (12) can be discretized (with the help of the trapezoidal integration rule) into the following problem.

$$\min \left[ \frac{1}{2} (\theta''_0)^2 + \sum_{i=1}^{N-1} (\theta''_i)^2 + \frac{1}{2} (\theta''_N)^2 \right]$$

subject to $\theta_{M(j-1)} = \phi_j \quad (j = 1, \ldots, L)$

$\theta_0^{(r)} = \theta_N^{(r)} = 0 \quad (r = 1, 2, 3)$

where $\theta_0 = \phi_1$ and $\theta_{M(L-1)} = \phi_L$ are hard constraints, and the rest of the constraints are soft.

Fig. 1 - Relationships Between Network Variables

<table>
<thead>
<tr>
<th>knot angles</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\cdots$</th>
<th>$\phi_L$</th>
</tr>
</thead>
</table>

path tracker input angles

<table>
<thead>
<tr>
<th>$\theta_0$</th>
<th>$\theta_1$</th>
<th>$\cdots$</th>
<th>$\theta_M$</th>
<th>$\cdots$</th>
<th>$\theta_{M(L-1)} = N$</th>
</tr>
</thead>
</table>

| time | $t = 0$ | $t = Mh$ | $t = M(L - 1)h$ | $= T$ |

Finite difference expressions for the first three derivatives of $\theta(t)$ can be formed using Taylor series. These finite differences are as follows.

$$\theta'''(t) = [-\theta(t-2h) + 2\theta(t-h) - \theta(t) + 2\theta(t+h) - \theta(t+2h)]/(2h^3) + O(h^5)$$

$$\theta''(t) = [\theta(t+h) - 2\theta(t) + \theta(t-h)]/h^2 + O(h^3)$$

$$\theta'(t) = [\theta(t+h) - \theta(t-h)]/(2h) + O(h^3)$$

(17)

Since the values of $\theta_0$ and $\theta_N$ are hard constraints, they can be considered constants. Then the independent variables of the optimization problem are $\theta_i$ ($i = 1, \ldots, N - 1$). Note that since we are constraining $\theta_0''$ and $\theta_N''$ to zero, they can be omitted from the objective function of (16). Then, using (17), the optimization problem of (16) can be converted into the equivalent problem

$$\min \sum_{i=1}^{N-1} (-\theta_{i-1} + \theta_{i-2})^2$$

subject to $\theta_{M(j-1)} = \phi_j \quad (j = 2, \ldots, L - 1)$

$\theta_0 = \phi_1$

$\theta_1 = \phi_1$

$\theta_2 = \phi_1$

$\theta_{N-2} = \phi_L$

$\theta_{N-1} = \phi_L$

where we have defined $\theta_{-1} \equiv \theta_0$ and $\theta_{N+1} \equiv \theta_N$. Now (18) can be written as

$$\min(\theta^T \begin{bmatrix} A & \tilde{b}^T \\ \tilde{b} - \tilde{c} \cdot \tilde{g} \end{bmatrix} \theta) \quad \text{subject to} \quad \tilde{g}(\theta) = 0$$

where $\tilde{b} = [\theta_1 \cdots \theta_{N-1}]^T$, $\tilde{g}(\theta)$ is the $(L + 2)$-element constraint vector defined by (18), and $A$ and $\tilde{b}$ are specifically an $(n - 1) \times (n - 1)$ matrix and an $(n - 1)$-vector. Matrix $A$ is a positive semidefinite matrix of bandwidth four [4] whose diagonal and first through fourth upper and lower diagonals are given as follows.

$$\text{diag} = (5 \ 9 \ 10 \ \cdots \ \ 10 \ 9 \ 5)$$

$$\text{first diag} = (-2 \ -4 \ \cdots \ -4 \ -2)$$

$$\text{second diag} = (-4 \ -4 \ \cdots \ -4 \ -4)$$

$$\text{third diag} = (4 \ 4 \ \cdots \ 4 \ 4)$$

$$\text{fourth diag} = (-1 \ -1 \ \cdots \ -1 \ -1)$$

(20)

Vector $\tilde{b}$ is given by

$$\tilde{b} = (\begin{bmatrix} -4\phi_1 & -4\phi_1 & 6\phi_1 & -2\phi_1 \\ 0 & 0 & 0 & 0 \\ -2\phi_L & 6\phi_L & -4\phi_L & -4\phi_L \end{bmatrix})^T.$$  \hfill (21)

According to the results given by (4), (19) is solved by the dynamic system

$$\dot{\theta} = -2A\theta - \tilde{b} - \frac{\partial \tilde{g}}{\partial \theta} (\tilde{\chi} + \tilde{c} \cdot \tilde{g})$$

$$\dot{\tilde{\chi}} = \tilde{c} \cdot \tilde{g}$$

(22)

where $\tilde{c} \cdot \tilde{g}$ is the $(L + 2)$-vector Hadamard product of $\tilde{c}$ and $\tilde{g}$ whose $i$th element is given by $c_i g_i$. The element in the $i$th row and $j$th column of $\partial \tilde{g}/\partial \theta_i$ is given by $g_j/i$. Since matrix $A$ has bandwidth four, the neural network is not fully connected. In fact, the interconnections are quite sparse, which reduces the computational time of the network. Each $\theta$ neuron receives inputs only from itself and its four closest neighbors on each side, and from one
of the \( \lambda \) neurons. Each \( \lambda \) neuron receives inputs only from one of the \( \theta \) neurons.

If matrix \( A \) was positive definite, we could set \( c \) equal to the zero vector and still be guaranteed convergence. However, if \( A \) is only positive semidefinite, we need to use a nonzero \( c \). Even if \( A \) is positive definite, a nonzero \( c \) will improve the convergence properties of the neural network.

It is important to note that the neural net considered in this paper may converge to a local minimum rather than a global minimum. A given trajectory planning problem, discretized into \( (N+1) \) joint angles, is a function of \( (N-1) \) variables (see (18)) and may have many local minima. The solution to which the neural net converges depends on the initial state of the network. Some sort of simulated annealing technique can be used in conjunction with the network described in this paper [5]. This idea results in the long computational time characteristic of annealing, but it also enables the network to find the best solution among many local minima.

The annealing-type method which is suggested in this paper is as follows. Once the network converges to a local minimum, the network state is perturbed in a random direction and by a random magnitude. Then the network dynamics are reactivated, and another local minimum is found. During this process, the algorithm keeps track of the best solution. After a predetermined number of local minima are found, the algorithm terminates and the solution with the lowest energy is accepted as the best solution.

This method is thus a cross between an exhaustive search and simulated annealing. It is not an exhaustive search, because a relatively few number of initial states are chosen from which the network converges to a minimum. But it is not simulated annealing either, because the network energy (in this case the integral of the square of the jerk) always decreases and there is no cooling schedule.

**IV. SIMULATION RESULTS**

The neural network proposed in the previous section was simulated on a Sun-4 Workstation in the C language. Three multiple-knot joint trajectories were calculated using the simulated neural network. Each joint trajectory has eight evenly spaced knots, corresponding to the examples given in previous work [8, 13, 16]. The knots were chosen along the desired paths of the first three joints of a Unimate PUMA 560 robot. Each path length is 35 seconds. The joint space knot angles are given in Table I. Each trajectory was discretized into 71 time points. So the neural network had 81 neurons, one for each time point and one for each trajectory constraint (see (18)). The parameters shown in Fig. 1 were \( L = 8, M = 10, N = 70, h = 0.5 \) seconds, and \( T = 35 \) seconds. A real application would require much finer discretization, perhaps on the order of \( h = 0.01 \) seconds (the controller rate). The results given in this section are only intended to demonstrate the feasibility of the proposed trajectory planning method. If \( h = 0.5 \) was used for a real robot, the neural network solution could be interpolated by some standard method to give joint angles at the controller rate.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Knot</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>45</td>
</tr>
</tbody>
</table>

Table I: PUMA 560 Knot Angles (Degrees)

Plots of the three neural network-based trajectories are given in [14]. The initial state of the neural nets consisted of minimum jerk trigonometric trajectories [13], \( \lambda \) was initialized to the zero vector, and \( c \) was a vector in which each element was 1. Note from the figures that the neural network-based trajectory does not exactly pass through the knots. If the user desired the trajectory to pass closer to the knots, the relative weights of the knot constraints can be increased [14] (see (18) – (19)). Table II shows the decrease of the jerk objective function due to the evolution of the network dynamics.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Min. Jerk Trigonometric</th>
<th>Min. Jerk Neural Net</th>
<th>Percent Decrease</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>127</td>
<td>106</td>
<td>16.5</td>
</tr>
<tr>
<td>2</td>
<td>44</td>
<td>28</td>
<td>36.3</td>
</tr>
<tr>
<td>3</td>
<td>558</td>
<td>462</td>
<td>17.2</td>
</tr>
<tr>
<td>Averages</td>
<td>243</td>
<td>199</td>
<td>23.3</td>
</tr>
</tbody>
</table>

Table II: Jerk Objective Function Values

It should be noted that the trigonometric splines have zero velocity, acceleration, and jerk at the endpoints, and pass exactly through the knots. The neural network trajectories have a small nonzero velocity, acceleration, and jerk at the endpoints, and they pass near but not exactly through the knots.

**V. CONCLUSION**

Minimum jerk joint trajectories have the properties of similarity to human joint movements [2] and amenability to tracking [7]. This makes them attractive choices for robotics applications in spite of the fact that the dynamics are not taken into account. Analytic formulations of minimum jerk trajectories between two points are
known [7, 17]. But if there are more than two knots, analytic solutions cannot be obtained and numerical solutions must be used.

In this paper, the minimum jerk joint trajectory formulation problem is posed as a constrained quadratic optimization problem. The joint angle domain is continuous, and the time domain is discretized at the robot controller rate. The network discussed in this paper may converge to a local minimum rather than the global minimum. The solution obtained by the network depends on the initial state of the network. An annealing-type technique is used in conjunction with the network to climb out of local minimum and find the best among many solutions. The simulation results presented in this paper verify that the network can be successfully applied to robot trajectory generation.

The neural network generated trajectories pass near but not exactly through the specified knots. While this paper has dealt specifically with minimum jerk joint trajectories, there are no theoretical limitations to applying this method to other objective functions. More specifically, minimum energy or minimum torque-change trajectories could be generated with the network discussed in this paper.
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